RCS SCATTERING ANALYSIS USING THE THREE-DIMENSIONAL MRTD SCHEME
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Abstract—A three-dimensional electromagnetic scattering model based on the multiresolution time-domain (MRTD) scheme is presented, in which we apply an anisotropic perfectly matched layer absorber for open boundary truncation to the MRTD scattering analysis. With use of an initial-condition excitation technique based on a pair of one-dimensional MRTD update equations, we develop an MRTD near-to-far-zone field transform to derive the scattered fields. We also adopt the pure scattered field formulation in order to obtain effective incident and scattered fields. With applications of the MRTD scheme, we construct the surface equivalent currents in the near field region and further derive the radar cross section (RCS) in the far-zone region for different scattering targets including perfectly electric conductors, lossless, and lossy dielectric targets. We show that the results derived from the MRTD scheme are in good agreement with those of the finite-difference time-domain (FDTD) method as well as the method of moments (MoM), while the MRTD scheme requires much less computer memory and CPU time for the same level of accuracy.
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1. INTRODUCTION

The finite difference time domain (FDTD) method has been used extensively to calculate electromagnetic scattering from both dielectrics and perfect conductor targets [1-3]. It typically requires large amount of computer resource and computational time, because the FDTD method requires a relatively large number of discretization nodes (usually 10-20 nodes per minimum wavelength for a problem of moderate size) to obtain reasonable good accuracy [1-3]. To improve the efficiency of the FDTD techniques, the multiresolution time domain (MRTD) scheme, a high-order expansion technique, has recently been developed to analyze practical electromagnetic problems [4]. A two-dimensional (2D) MRTD scheme has been successfully developed for 2D target scattering analyses [5].

In this paper, we further develop and extend to a three-dimensional (3D) MRTD scattering scheme, and apply the scheme for the scattering analysis of various perfectly electric conducting and dielectric scattering targets. In order to overcome a difficulty in constructing incident and scattered fields, we adopt the pure scattered field formulation [6] so that the incident fields appear only inside the scattering targets. Starting from a set of the Maxwell’s governing equations, we derive the generalized MRTD field update equations involving both the perfectly electric conducting and dielectric scattering targets, and develop an MRTD near-to-far-zone
field transformation for the calculation of the radar cross section (RCS).

2. GOVERNING EQUATIONS OF MRTD

Similar to the technique employed in the FDTD method [6], we adopt the pure scattered field formulation in the MRTD method. Inside the target region, there are scattered and incident fields while outside the target there is only scattered field. Inside the target region the governing equations are given as

\[ j \omega E_{z}^{\text{scat}} = -\sigma E_{z}^{\text{scat}} - \sigma E_{x}^{\text{inc}} - j\omega(\varepsilon - \varepsilon_{0})E_{x}^{\text{inc}} + \nabla \times \bar{H}_{x}^{\text{scat}} \]  
\[ j \mu \mu H_{z}^{\text{scat}} = -\sigma H_{z}^{\text{scat}} - \sigma H_{x}^{\text{inc}} - j\omega(\mu - \mu_{0})H_{x}^{\text{inc}} - \nabla \times \bar{E}_{x}^{\text{scat}} \]  

where \((E_{x}^{\text{inc}}, H_{x}^{\text{inc}})\) and \((E_{x}^{\text{scat}}, H_{x}^{\text{scat}})\) are the incident and scattered fields. \(\varepsilon, \mu, \sigma\) and \(\sigma^{*}\) denote permittivity, permeability, electric conductivity and magnetic conductivity for the scattering target, respectively. The \(x\)-components of the governing equations, for example, are given by:

\[ j \omega E_{x}^{\text{scat}} = -\sigma E_{x}^{\text{scat}} - \sigma E_{y}^{\text{inc}} - j\omega(\varepsilon - \varepsilon_{0})E_{y}^{\text{inc}} \]
\[ + \left( \frac{\partial H_{y}^{\text{scat}}}{\partial y} - \frac{\partial H_{y}^{\text{scat}}}{\partial z} \right) \]  
\[ j \omega \mu H_{x}^{\text{scat}} = -\sigma^{*} H_{x}^{\text{scat}} - \sigma^{*} H_{y}^{\text{inc}} - j\omega(\mu - \mu_{0})H_{y}^{\text{inc}} \]
\[ + \left( \frac{\partial E_{y}^{\text{scat}}}{\partial y} - \frac{\partial E_{y}^{\text{scat}}}{\partial z} \right) \]  

Outside the target region there is only scattered field, and we apply an anisotropic perfectly matched layer (APML) [7] as truncation boundary condition for the computational region. We express the governing equations outside of the target and APML regions as

\[ j \omega \varepsilon |[\Lambda]|E_{x}^{\text{scat}} = \nabla \times \bar{H}_{x}^{\text{scat}} \]  
\[ j \omega \mu |[\Lambda]|H_{x}^{\text{scat}} = -\nabla \times \bar{E}_{x}^{\text{scat}} \]

where

\[ [\Lambda] = [\Lambda_{x}][\Lambda_{y}][\Lambda_{z}] \]

\[ = \begin{bmatrix} s_{x}^{-1} & 0 & 0 \\ 0 & s_{x} & 0 \\ 0 & 0 & s_{x} \end{bmatrix} \begin{bmatrix} s_{y} & 0 & 0 \\ 0 & s_{y}^{-1} & 0 \\ 0 & 0 & s_{y} \end{bmatrix} \begin{bmatrix} s_{z} & 0 & 0 \\ 0 & s_{z} & 0 \\ 0 & 0 & s_{z}^{-1} \end{bmatrix} \]
\[
\begin{pmatrix}
    s_x^{-1} & s_y & 0 & 0 \\
    0 & s_x s_y^{-1} & s_y & 0 \\
    0 & 0 & s_x s_y s_z^{-1} & 0 \\
\end{pmatrix}
\]  
\( (4) \)

with

\[
s_\alpha = \begin{cases}
    \left(1 + \frac{\sigma_\alpha^r}{j\omega\varepsilon_0}\right), & \text{APML regions} \\
    1, & \text{non-APML region (}\sigma_\alpha^r = 0\text{)}
\end{cases} \quad (\alpha = x, y, z) \quad (5)
\]

and \( \sigma_\alpha^r \) is the spatially varying conductivity along the absorption axis. In order to improve the performance in the APML regions, we choose \( \sigma_\alpha^r \) as

\[
\sigma_\alpha^r = \sigma_{\alpha_{\text{max}}}^r \left| \frac{\alpha - \alpha_0}{d} \right|^2, \quad \alpha = x, y, z \quad (6)
\]

where \( d \) is the thickness of the APML region. The constant \( \sigma_{\alpha_{\text{max}}}^r \) is determined by the expectant reflection error with normal incidence on an APML wall [7]:

\[
H(0) = \exp \left[ -\frac{2}{\varepsilon_0 V} \int_0^d \sigma_\alpha^r(\alpha) d\alpha \right]
\]

\[
= \exp \left[ -\frac{2\sigma_{\alpha_{\text{max}}}^r d}{3\varepsilon_0 V} \right]
\]

\[
= \exp \left[ -\frac{2\sigma_{\alpha_{\text{max}}}^r d \sqrt{\varepsilon_{\text{refl}}}}{3\varepsilon_0 V} \right] \quad (7)
\]

Equation (7) can be solved for \( \sigma_{\alpha_{\text{max}}}^r \) as

\[
\sigma_{\alpha_{\text{max}}}^r = -\frac{3\varepsilon_0 V}{2d \sqrt{\varepsilon_{\text{refl}}}} \ln(H(0)). \quad (\alpha = x, y, z) \quad (8)
\]

where \( V \) denotes the speed of electromagnetic wave propagation and \( \varepsilon_{\text{refl}} \) is the effective relative permittivity.

3. IMPLEMENTATION

3.1. MRTD Update Equations Inside the Target

In the MRTD scheme, we expand all the scattered field quantities in terms of the scaling functions in space and the pulse functions in time.
[4]; for example, the $x$-components are:

$$E_{x}^{\text{scat}}(x, y, z, t) = \sum_{n, i, j, k = -\infty}^{+\infty} \frac{\text{scat}}{\phi_x} E_{i+j+\frac{1}{2}, j, k}^{n} \phi_i(x) \phi_j(y) \phi_k(z) h_n(t)$$

(9a)

$$H_{x}^{\text{scat}}(x, y, z, t) = \sum_{n, i, j, k = -\infty}^{+\infty} \frac{\text{scat}}{\phi_x} H_{i+j+\frac{1}{2}, j+\frac{1}{2}, k}^{n+\frac{1}{2}} \phi_i(x) \phi_j(y) \phi_{k+\frac{1}{2}}(z) h_{n+\frac{1}{2}}(t)$$

(9b)

where $\phi_i(x)$, $\phi_j(y)$ and $\phi_k(z)$ denote the space cubic spline Battle-Lemarie scaling functions, and $h_n(t)$ is a rectangular pulse function. Substitution of Eq. (9) into the time-domain Maxwell’s equations leads to the update equations for the $E$- and $H$-fields. For instance, the $x$-component of the update equations for the $H$-fields reads

$$\frac{\text{scat}}{\phi_x} H_{i+j+\frac{1}{2}, k+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{\text{scat}}{\phi_x} H_{i+j+\frac{1}{2}, k+\frac{1}{2}}^{n-\frac{1}{2}} + \frac{1}{\mu_0} \sum_{\nu} a(\nu) \times \left( \frac{\text{scat}}{\phi_y} E_{i+j+\frac{1}{2}, k+\nu+1}^{n} \frac{\Delta t}{\Delta z} - \frac{\text{scat}}{\phi_z} E_{i+j+\nu+1, k+\frac{1}{2}}^{n} \frac{\Delta t}{\Delta y} \right)$$

(10)

where the summation coefficients $a(\nu)$ are listed in [4] and [8].

In the target region, due to the non-local property of the Battle-Lemarie scaling functions, the MRTD expansions may cover both the target and free space. Consequently, the derivation of the update equations for the $E$-fields is rather tedious. We will first consider a lossless dielectric target ($\sigma = 0$). Starting from the time domain equations, the $x$-components of the governing equations, for example, are

$$\frac{\partial E_{x}^{\text{scat}}}{\partial t} = \varepsilon_0 \sigma_t E_{x}^{\text{scat}},$$

$$\frac{\partial E_{x}^{\text{scat}}}{\partial t} = -\varepsilon_0 (\varepsilon_r - 1) \frac{\partial \varepsilon_{\text{inc}}^{\text{scat}}}{\partial t} + \left[ \frac{\partial H_{y}^{\text{scat}}}{\partial y} - \frac{\partial H_{z}^{\text{scat}}}{\partial z} \right].$$

(11b)

From (11), we can derive the update equations for the $E$-field component as

$$\frac{\text{scat}}{\phi_x} D_{i+j+\frac{1}{2}, j, k}^{n+1} = \frac{\text{scat}}{\phi_x} D_{i+j+\frac{1}{2}, j, k}^{n} - e_0 \varepsilon_r \frac{\text{scat}}{\phi_x} D_{i+j+\frac{1}{2}, j, k}^{n} \sum_{i', j', k'} \alpha_{i+j+\frac{1}{2}, j', k'} \kappa_{i', j', k'}$$

$$\times \left( \frac{\text{inc}}{\phi_x} E_{i'+\frac{1}{2}, j', k'}^{n+1} \frac{\Delta t}{\Delta z} - \frac{\text{inc}}{\phi_x} E_{i'+\frac{1}{2}, j', k'}^{n} \frac{\Delta t}{\Delta y} \right)$$
\[ + \sum_{\nu} a(\nu) \left( \text{scatter} \; H^{n+\frac{1}{2}}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} \frac{\Delta t}{\Delta y} - \text{scatter} \; H^{n+\frac{1}{2}}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} \frac{\Delta t}{\Delta z} \right) \]  

\[ \text{scatter} \; D^{n+\frac{1}{2}}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} = \varepsilon_0 \sum_{\nu', j', k'}^{\infty} \left[ \delta_{\nu, \nu'} \delta_{j, j'} \delta_{k, k'} \right] \text{scatter} \; E^{n+\frac{1}{2}}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} \]  

where the coefficients \( \alpha_{i+\frac{1}{2}, j+\frac{1}{2}, \nu+\frac{1}{2}} \) and \( \gamma_{k, k'} \) are defined as:

\[ \alpha_{i+\frac{1}{2}, j+\frac{1}{2}, \nu+\frac{1}{2}} = \int_{x_1}^{x_2} \psi_{j+\frac{1}{2}}(x) \psi_{\nu+\frac{1}{2}}(x) \frac{dx}{\Delta x} \]  

\[ \beta_{j, j'} = \int_{y_1}^{y_2} \phi_j(y) \phi_{j'}(y) \frac{dy}{\Delta y} \]  

\[ \gamma_{k, k'} = \int_{z_1}^{z_2} \phi_k(z) \phi_{k'}(z) \frac{dz}{\Delta z} \]

The parameters \( (x_1, x_2), (y_1, y_2) \) and \( (z_1, z_2) \) are the lower and upper limits of the dielectric target region defined along the \( x \)-, \( y \)- and \( z \)-directions, respectively. For example, the coefficients \( \alpha_{i+1/2,j+1/2,\nu+1/2} \) and \( \alpha_{i+1/2,j+1/2,\nu+1/2} \) with \( x_1 = 0, x_2 = 5\Delta x \) and different values of \( i \) and \( m \) are given in Table 1.

In the above derivations, we can use the diagonal approximation, i.e., we only choose the main terms in the summation running, so that \( \alpha_{i+1/2,j+1/2,\nu+1/2} \delta_{j, j'} \gamma_{k, k'} \delta_{\nu, \nu'} \) is instead of \( \alpha_{i+1/2,j+1/2,\nu+1/2} \delta_{j, j'} \gamma_{k, k'} \) in Eq. (12b). This approximation treatment is justified because of the compact support of the basis functions. Finally, the update equations are:

\[ \text{scatter} \; E^{n+1}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} = \text{scatter} \; E^{n}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} \frac{\Delta t}{C} \]  

\[ + \sum_{\nu', j', k'}^{\infty} \alpha_{i+\frac{1}{2}, j+\frac{1}{2}, \nu+\frac{1}{2}} \beta_{j, j'} \gamma_{k, k'} \left( \text{scatter} \; E^{n+1}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} - \text{scatter} \; E^{n}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} \right) \]  

\[ + \frac{1}{C \varepsilon_0} \sum_{\nu} a(\nu) \left( \text{scatter} \; H^{n+\frac{1}{2}}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} \frac{\Delta t}{\Delta y} - \text{scatter} \; H^{n+\frac{1}{2}}_{i+\frac{1}{2}j+\nu+\frac{1}{2}k} \frac{\Delta t}{\Delta z} \right) \]  

where

\[ C = \left[ 1 + (\varepsilon_r - 1) \alpha_{i+\frac{1}{2}, j+\frac{1}{2}, \nu+\frac{1}{2}} \delta_{j, j'} \gamma_{k, k'} \right] \]
Table 1a. Coefficient $\alpha_{i+1} (x_1 = 0, x_2 = 5 \Delta x)$.

<table>
<thead>
<tr>
<th>$\alpha_{i+1}$</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5.3702x10^{-4}</td>
<td>1.3714x10^{-1}</td>
<td>9.9787x10^{-1}</td>
<td>1.3714x10^{-1}</td>
<td>-5.3702x10^{-4}</td>
</tr>
<tr>
<td>1</td>
<td>-4.2993x10^{-4}</td>
<td>1.3714x10^{-1}</td>
<td>9.9777x10^{-1}</td>
<td>1.6445x10^{-1}</td>
<td>-1.1623x10^{-1}</td>
</tr>
<tr>
<td>2</td>
<td>-5.3702x10^{-4}</td>
<td>1.6445x10^{-1}</td>
<td>9.9716x10^{-1}</td>
<td>2.9886x10^{-1}</td>
<td>-4.3347x10^{-1}</td>
</tr>
<tr>
<td>3</td>
<td>-1.1632x10^{-1}</td>
<td>2.9886x10^{-1}</td>
<td>9.9418x10^{-1}</td>
<td>1.0052x10^{-2}</td>
<td>-4.1054x10^{-1}</td>
</tr>
<tr>
<td>4</td>
<td>-4.3347x10^{-1}</td>
<td>1.0052x10^{-2}</td>
<td>9.7718x10^{-1}</td>
<td>9.6086x10^{-2}</td>
<td>-1.7222x10^{-1}</td>
</tr>
<tr>
<td>5</td>
<td>-4.1054x10^{-1}</td>
<td>9.6086x10^{-2}</td>
<td>4.9896x10^{-1}</td>
<td>9.4821x10^{-3}</td>
<td>-4.0709x10^{-1}</td>
</tr>
</tbody>
</table>

Table 1b. Coefficient $\alpha_{i+1/2, i+1/2-m} (x_1 = 0, x_2 = 5 \Delta x)$.

<table>
<thead>
<tr>
<th>$\alpha_{i+1/2, i+1/2}$</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-4.1849x10^{-4}</td>
<td>1.3213x10^{-1}</td>
<td>9.9788x10^{-1}</td>
<td>1.3937x10^{-3}</td>
<td>-4.1392x10^{-4}</td>
</tr>
<tr>
<td>1</td>
<td>-4.1849x10^{-4}</td>
<td>1.9370x10^{-3}</td>
<td>9.9798x10^{-1}</td>
<td>1.8261x10^{-1}</td>
<td>-1.6471x10^{-1}</td>
</tr>
<tr>
<td>2</td>
<td>-6.1392x10^{-4}</td>
<td>1.8261x10^{-1}</td>
<td>9.9673x10^{-1}</td>
<td>4.1568x10^{-3}</td>
<td>-8.7532x10^{-1}</td>
</tr>
<tr>
<td>3</td>
<td>-1.6471x10^{-1}</td>
<td>4.1568x10^{-1}</td>
<td>9.9098x10^{-1}</td>
<td>2.2516x10^{-1}</td>
<td>-2.1779x10^{-1}</td>
</tr>
<tr>
<td>4</td>
<td>-8.7532x10^{-1}</td>
<td>2.2516x10^{-1}</td>
<td>9.2732x10^{-1}</td>
<td>6.3184x10^{-4}</td>
<td>2.1435x10^{-4}</td>
</tr>
</tbody>
</table>

Next, we consider a perfectly electric conducting (PEC) target. The $x$-component of the time domain equation is

\[
\frac{\partial E_{\text{scat}}^n}{\partial t} = -\frac{\sigma}{\varepsilon_0} E_{\text{inc}}^n + \frac{1}{\varepsilon_0} \left( \frac{\partial H_{\text{scat}}^n}{\partial y} - \frac{\partial H_{\text{scat}}^n}{\partial z} \right). \tag{15}
\]

Using the MRTD expansions and diagonal approximation, the corresponding update equation becomes

\[
s_{\text{scat}} E_{i+1/2,j,k}^n = \frac{C_0}{C_+} s_{\text{scat}} E_{i+1/2,j,k}^n - \frac{C_0}{C_+} \sum_{j',k'} \alpha_{i+1/2,j',k'} \gamma_{j',k'} \frac{\gamma_{j',k'}^{i+1/2,j',k'}}{\gamma_{j',k'}^{i+1/2,j',k'}} \times \left( \frac{E_{i+1/2,j',k'}^{n+1}}{\gamma_{j',k'}^{i+1/2,j',k'}} + \frac{E_{i+1/2,j',k'}^{n+1}}{\gamma_{j',k'}^{i+1/2,j',k'}} \right) + \frac{C_0}{C_+} \sum_{j'} a(j') \left( \frac{H_{i+1/2,j'+1/2,k}^{n+1}}{\Delta y} - \frac{H_{i+1/2,j'+1/2,k}^{n+1}}{\Delta y} \right) \epsilon_{\text{scat}} H_{i+1/2,j,k}^{n+1/2} + \frac{\Delta t}{\gamma_{j'}^{i+1/2,j',k'}} - \frac{\Delta t}{\gamma_{j'}^{i+1/2,j',k'}} \right) \tag{16a}
\]
with

\[ C_- = 1 - \frac{\sigma \alpha_{s+1/2, s+1/2} \Delta t}{2 \varepsilon_0}, \]
\[ C_+ = 1 + \frac{\sigma \alpha_{s+1/2, s+1/2} \Delta t}{2 \varepsilon_0}, \quad C_0 = \frac{\sigma \Delta t}{2 \varepsilon_0} \]  \hspace{1cm} (16b)

In fact, because of a large value of electric conductivity, the Eq. (16a) can be reduced into:

\[ \frac{\partial}{\partial x} E^{n+1}_{s+1/2, j, k} = -i \omega E^n_{s+1/2, j, k} \]  \hspace{1cm} (16c)

for the PEC target.

Finally, considering a lossy dielectric target (\( \sigma \neq \infty \)) and using a similar procedure in developing the update equations for the lossless dielectric and the PEC cases, we have, for example, the update equation of the \( x \)-component of \( E \)-fields for the lossy dielectric medium as given in Eq. (2a):

\[ \begin{array}{l}
\frac{\partial}{\partial x} E^{n+1}_{s+1/2, j, k} = \frac{C_-}{C_+ - \varepsilon_0} \frac{\partial}{\partial x} E^n_{s+1/2, j, k} \\
- \frac{C_0}{C_+} \sum_{j', k'} \alpha_{s+1/2, j', k'}^2 \beta_{s+1/2, j', k'} \gamma_{s+1/2, j', k'} \left( \frac{\partial}{\partial x} E^{n+1}_{s+1/2, j', k'} + i \omega E^n_{s+1/2, j', k'} \right) \\
- \frac{(\varepsilon_x - 1)}{C_+} \sum_{j', k'} \alpha_{s+1/2, j', k'}^2 \beta_{s+1/2, j', k'} \gamma_{s+1/2, j', k'} \left( \frac{\partial}{\partial x} E^{n+1}_{s+1/2, j', k'} - i \omega E^n_{s+1/2, j', k'} \right) \\
+ \frac{1}{\varepsilon_0 C_+} \sum_{j', \Delta y} u(j') \left( \frac{\partial}{\partial y} H^{n+1/2}_{s+1/2, j', j, k} - \frac{\Delta t}{\varepsilon y} H^{n+1/2}_{s+1/2, j', j, k} \right), \hspace{1cm} (17a)
\end{array} \]

where

\[ C_- = \left[ 1 + \left( (\varepsilon_x - 1) - \frac{\sigma \Delta t}{2 \varepsilon_0} \right) \alpha_{s+1/2, s+1/2} \beta_{s+1/2, s+1/2} \gamma_{s+1/2, s+1/2} \right], \]
\[ C_+ = \left[ 1 + \left( (\varepsilon_x - 1) + \frac{\sigma \Delta t}{2 \varepsilon_0} \right) \alpha_{s+1/2, s+1/2} \beta_{s+1/2, s+1/2} \gamma_{s+1/2, s+1/2} \right], \quad C_0 = \frac{\sigma \Delta t}{2 \varepsilon_0}. \]  \hspace{1cm} (17b)

### 3.2. MRTD Update Equations Outside the Target

The computational domain outside the target region consists of both the free space and the APML regions. We can derive the time domain equations from Eq. (3) using the frequency-time conversion \( \partial_t \leftrightarrow j \omega \).
In the APML regions, there are six face-APMLs, twelve edge-APMLs, and eight corner-APMLs. As an illustration, we consider a corner-APML and derive the MRTD update equations for the x-component of the E-fields:

\[
\begin{align*}
\frac{j_{\omega \varepsilon_0}}{1 + \frac{\sigma_y^c}{j_{\omega \varepsilon_0}}} \left( 1 + \frac{\sigma_y^c}{j_{\omega \varepsilon_0}} \right) E_x^{\text{scat}} &= \frac{\partial H_y^{\text{scat}}}{\partial y} - \frac{\partial H_y^{\text{scat}}}{\partial z} .
\end{align*}
\] (18)

Similar to the FDTD approach used in [7], we have used a two-step method in the regions outside the target region, such that,

\[
\begin{align*}
\phi_x D_n^{n+\frac{1}{2},j,k} &= \frac{1 - \sigma_x^c \Delta t}{2\varepsilon_0} \phi_x D_n^{n,\frac{1}{2},j,k} + \frac{1}{1 + \frac{\sigma_y^c \Delta t}{2\varepsilon_0}} \\
&\times \sum_{\nu} a(\nu) \left( \phi_x H_n^{n+\frac{1}{2},j,k} + \frac{\Delta t}{\Delta y} \phi_y H_n^{n+\frac{1}{2},j,k} - \frac{\Delta t}{\Delta z} \phi_z H_n^{n+\frac{1}{2},j,k} \right) ,
\end{align*}
\] (19a)

\[
\begin{align*}
\phi_x E_n^{n+\frac{1}{2},j,k} &= \frac{1 - \sigma_x^c \Delta t}{2\varepsilon_0} \phi_x E_n^{n,\frac{1}{2},j,k} + \frac{1}{1 + \frac{\sigma_y^c \Delta t}{2\varepsilon_0}} \\
&\times \left[ \left( 1 + \frac{\sigma_y^c \Delta t}{2\varepsilon_0} \right) \phi_x D_n^{n+1,\frac{1}{2},j,k} - \left( 1 - \frac{\sigma_y^c \Delta t}{2\varepsilon_0} \right) \phi_x D_n^{n,\frac{1}{2},j,k} \right] .
\end{align*}
\] (19b)

In free space, we can simply set \( \sigma_x^c = \sigma_y^c = \sigma_z^c = 0 \) in Eq. (19), while inside an APML region, we need to set \( \sigma_x^c (a = x,y,z) \) along the wave propagation direction.

Finally, we can extract the radar cross section (RCS) for the scattering target as [1, 3]:

\[
RCS = \lim_{n \to \infty} \left( 4\pi r^2 \frac{E_y^2 + E_z^2}{(E_{inc})^2} \right) .
\] (20)

4. NUMERICAL RESULTS

In this section, we compare the results obtained from the MRTD scheme to those derived from the conventional FDTD method and the MoM technique [1-3, 9, 10]. We compute the surface equivalent currents and derive far-zone scattered fields for canonical three-dimensional scattered objects such as PEC, lossless, and lossy dielectric flat plates.
4.1. Validation of Near-Fields for a PEC Cube

In the first example, we compute the magnitude of surface electric current along the perfectly conducting cube using the MRTD scheme with the validation of the FDTD method [9]. Each side of the PEC cube was divided into 20 intervals for both the FDTD and the MRTD. The loci are along two different straight lines traversing the cube surface as shown in [9]. The field components of the plane-wave excitation are $E_{xmc}^m = E_{xmc}^m$ and $H_{xmc}^m = H_{xmc}^m$. The incident wave propagates in the positive y-direction, i.e., $\theta_i = 90^\circ$, $\phi_i = 90^\circ$, and $\psi = 90^\circ$. At the frequency of 3 GHz, the PEC cube whose electric size $ke = 2$ ($l$: the side length of the PEC cube), and the total computational domain (excluding APML) contain $30 \times 30 \times 30$ cells for both cases and the target dimensions are $20 \times 20 \times 20$ cells. The surface current is given by $\vec{J} = \vec{h} \times \vec{H}$ where $\vec{H}$ is the total magnetic field similar to that used in [5]. For the loop $\vec{d}\vec{e}\vec{c}\vec{d}$ current density, the tangential magnetic field $H_{tan}^m$ is taken as $H_x$ along the entire path. For the loop $\vec{a}\vec{b}\vec{c}\vec{d}$ z-direction current density $I_z$, the tangential magnetic fields $H_{tan}^m$ are taken as $H_x$, $H_y$, $H_z$ for path $\vec{a}\vec{b}$, $\vec{c}\vec{d}$, and $\vec{a}\vec{d}$, respectively. Figures 1a and 1b show the looping currents on surface and phases of electric current on surface for two loops, respectively. The results of the MRTD agree with that derived from the FDTD method [9] at the same accuracy level along the two loops $\vec{a}\vec{b}\vec{c}\vec{d}$ and $\vec{a}\vec{b}\vec{c}\vec{d}$.

4.2. Scattering Analysis for a Perfectly Conducting Plate

We now analyze a perfectly conducting plate to illustrate the application of the MRTD method. The dimension of the plate is $29 \text{ cm} \times 29 \text{ cm} \times 1 \text{ cm}$ as shown in [3]. Table 2 lists the dimensions of the target discretization and the computation grid size used in the MRTD scheme and FDTD method, respectively [3]. We first consider a Gaussian pulse incident along the +z direction. The incident wave is normal to the plate, i.e., $\theta_i = 0^\circ$, $\phi_i = 0^\circ$, $\psi = 90^\circ$, $\theta_s = 0^\circ$, and $\psi_s = 180^\circ$, and Fig. 2a gives the monostatic RCS versus frequency. Next, we consider an incident plane wave with $\theta_i = 45^\circ$, $\phi_i = 30^\circ$, $\psi = 0^\circ$ and calculate the bistatic RCS with $\theta_s = 45^\circ$ and $\phi_s = 210^\circ$. Figures 2b and 2c compare the MRTD co-polarized and cross-polarized frequency domain RCS with those of the FDTD method and the MoM method [10], respectively, and show good agreement among all the methods. Here, a total of 8-layer of APML is used in the boundary truncation. The computational CPU time used for normal incident on the plate is about 1125 seconds for the MRTD, and 1208 seconds for the FDTD method using a 500 MHz Alpha digital workstation.
Figure 1. (a) The magnitude and phase of the loop $\overline{ABCDE}$ current; (b) the magnitude and phase of the looping $\overline{ABCD}$ current.
Figure 2. RCS as a function of frequency (a) backscattering ($\theta_i = 0^\circ$, $\phi_i = 0^\circ$, $\psi = 90^\circ$, $\theta_s = 0^\circ$, and $\phi_s = 180^\circ$); (b) co-polarized backscattering ($\theta_i = 45^\circ$, $\phi_i = 30^\circ$, $\psi = 0^\circ$, $\theta_s = 45^\circ$, and $\phi_s = 210^\circ$); (c) cross-polarized backscattering ($\theta_i = 40^\circ$, $\phi_i = 30^\circ$, $\psi = 0^\circ$, $\theta_s = 45^\circ$, and $\phi_s = 210^\circ$).
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Table 2 Discretization of PEC plate and dielectric flat plate using the MRTD scheme and FDTD method.

<table>
<thead>
<tr>
<th>Discretization</th>
<th>Target</th>
<th>PEC Plate ((29\times29\times1\text{cm}^3))</th>
<th>Lossless and Lossy Dielectric Plate ((18\times18\times6\text{cm}^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta x = \Delta y (\text{cm}), \Delta z (\text{cm}))</td>
<td>(\Delta t (10^{-11}\text{s}))</td>
<td>MRTD</td>
<td>FDTD</td>
</tr>
<tr>
<td>(2.64, 1.0)</td>
<td>1.18</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>(1.92)</td>
<td>0.626</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Target Dimensions (cells)</td>
<td>(29\times29\times1)</td>
<td>20x20x1</td>
<td>20x20x7</td>
</tr>
<tr>
<td>Total computation space (Containing APML) (cells)</td>
<td>(35\times35\times25)</td>
<td>(55\times55\times25)</td>
<td>44x44x31</td>
</tr>
</tbody>
</table>

The total number of time steps in both cases is 1000. Although the CPU times in both cases are at the same level, the MRTD uses less memory space \((V_{\text{MRTD}}/V_{\text{FDTD}} \approx 40.5\%)\), because the low sampling rate of the MRTD \((\Delta x = \Delta y \approx \lambda_{\text{min}}/4.74)\) in comparison to a larger one \((\Delta x = \Delta y = \lambda_{\text{min}}/10.0)\) in the FDTD, where \(\lambda_{\text{min}}\) is the wavelength of the highest frequency of interest. In fact, the cell size of FDTD method used is a rather 'coarse' cell size.
Figure 3. RCS as a function of frequency of forward scattering for a lossless ($\theta_t = 0^\circ$, $\phi_t = 0^\circ$, $\psi = 90^\circ$, $\theta_s = 0^\circ$, and $\phi_s = 0^\circ$); and a lossy ($\theta_t = 0^\circ$, $\phi_t = 0^\circ$, $\psi = 90^\circ$, $\theta_s = 30^\circ$, and $\phi_s = 0^\circ$) dielectric flat plates; (b) RCS as a function $\theta_s$ for a lossless (at $f = 3.03$ GHz and $\phi_s = 0^\circ$) and a lossy (at $f = 3.15$ GHz and $\phi_s = 0^\circ$) dielectric flat plates.
4.3. Scattering Analysis for a Lossless Dielectric Flat Plate

Next, we apply the MRTD to analyze a lossless dielectric ($\varepsilon_r = 2.0$) flat plate (18 cm $\times$ 18 cm $\times$ 6 cm). A Gaussian pulse, with frequency bandwidth of 5 GHz, is incident on the target with $\theta_i = 0^\circ$, $\phi_i = 0^\circ$, and $\psi = 90^\circ$. Table 2 also lists the dimensions of the structure discretization used in the MRTD scheme and the FDTD method, respectively. Figure 3a shows the forward scattering ($\theta_s = 0^\circ$ and $\phi_s = 0^\circ$) RCS results as a function of frequency, while Fig. 3b displays the RCS with the entire span angles ($\theta_s$). Again, we have used an 8-layer AMPL in boundary truncation. We find good agreement in the RCS results between the MRTD and FDTD methods. In the forward scattering ($\theta_s = \phi_s = 0^\circ$) case, the MRTD CPU time is about 2525 seconds and the FDTD CPU time is 4892 seconds using the same 500 MHz Alpha Digital Workstation. The total number of time steps in both cases is 1500. The CPU time and memory of MRTD are, respectively, about 54% and 19.3% of the FDTD.

4.4. Scattering Analysis for a Lossy Dielectric Flat Plate

Finally, we apply the MRTD scheme to the analysis of a lossy dielectric plate, which is characterized with $\varepsilon_r = 2.0$, $\sigma = 0.01$ s/m, and the dimensions of 18 cm $\times$ 18 cm $\times$ 6 cm. A Gaussian pulse, with the frequency bandwidth of 5 GHz, is incident in a direction with $\theta_i = 90^\circ$, $\phi_i = 0^\circ$, and $\psi = 90^\circ$. Table 2 lists the dimensions of the discretization used in the MRTD scheme and FDTD modeling, respectively. Figure 3a shows the monostatic RCS ($\theta_s = 30^\circ$ and $\phi_s = 0^\circ$) as a function of frequency obtained from the MRTD and FDTD, respectively. Fig. 3b compares the RCS results in the range of the entire span of angles ($\theta_s$) derived using the MRTD and FDTD, and again we observe a good consistency. We have also used an 8-layer AMPL in the boundary truncation. Here, the MRTD CPU time is about 2488 seconds and the FDTD one is 4734 seconds by using the same computer. The total number of time steps is 1000. The MRTD CPU time is used about 53% of that used in that of FDTD, and the MRTD computational space used is only about 19.3% of that of the FDTD.

5. CONCLUSIONS

In this work, we have developed a multiresolution time domain scheme based on cubic spline Battle-Lemarie wavelet base for the scattering analysis of three-dimensional targets. We have used the pure scattered field formulation to construct the incident fields inside the target.
region, and developed an MRTD near-to-far-zone field transformation
to determine the scattering RCS. We have validated the near-fields,
the far-fields, and the RCS by analyzing both the PEC and dielectric
(lossless and lossy) plates. The results from the MRTD method
are in good agreement with those derived from FDTD method. We
conclude that the MRTD scheme has good potential in efficiently
solving generalized electromagnetic problems, particularly for large
objects.

ACKNOWLEDGMENT

The authors would like to express their gratitude to Dr. Qingliang Li,
for his valuable help and discussion about near-to-far transformation
of the FDTD. The first and second authors are very pleased to
acknowledge support by the Army High Performance Computing
Research Center (AHPCRC) under the auspices of Department of the
Army, Army Research Laboratory (ARL) under contract number
DAAD19-01-2-0014. Dr. Raju Namburu is the technical monitor.
The content does not necessarily reflect the position or policy of
government, and no official endorsement should be inferred. Other
related support in form of computer grants from the Minnesota
Supercomputer Institute (MSI), Minneapolis, Minnesota is also
gratefully acknowledged.

REFERENCES

1. Umashankar, K. and A. Taflove, "A novel method to analyze
2. Taflove, A. and K. Umashankar, "Review of FD-TD numerical
modeling of electromagnetic wave scattering and radar cross
3. Luebbers, R. J., K. S. Kunz, M. Schneider, and F. Hunsberger,
"A finite-difference time-domain near zone to far zone transforma-
April 1991.
domain schemes based on multiresolution analysis," IEEE Trans.
Microwave Theory Tech., Vol. 44, No. 4, 555–571, April 1996.
5. Cao, Q., Y. Chen, and P. K. A. Wai, "MRTD electromagnetic


Qunsheng Cao received the Bachelor of Science degree in Physics from the University of Hual-Nan Mining, PRC in 1982, and Ph.D. degrees from The Hong Kong Polytechnic University, Hong Kong in 2001. From 1989 to 1991, he worked as a Visiting Scholar in the Department of Physics, Wuhan University in PRC. In 1994, he became an Associate Professor in Wuhan University of Science and Technology, PRC. From 1996-2001, he was a Research Assistant with The Hong Kong Polytechnic University. From 2001-2002, he became a Research Associate in the Department of Electrical Engineering, University of Illinois at Urbana-Champaign. Since 2002 July, he has worked as a Research Associate in AHP CRC, University of Minnesota in Minneapolis. His current research interests are in computational electromagnetics, wavelet application, using the Time-Domain numerical techniques (FDTD, MRTD and TDFEM) to study microwave devices and scattering applications.

Kumar K. Tamma is Professor of Mechanical Engineering and Technical Director of the Army High Performance Computing Research Center (AHPCRC) at the University of Minnesota in Minneapolis. His research interests include: Computational Mechanics and Multidisciplinary/Multi-scale Physics research developments encompassing Finite-Element Methodology for Interdisciplinary Problems; Computational Algorithms and Numerical Simulations; Fluid/Thermal/Structure Interactions and Thermal Stresses; Manufacturing: Mechanics of Materials and Process Modeling, Residual Stresses, Solidification, Metal Forming; Structural Dynamics, Contact-
Impact and Wave Propagation; Solid Mechanics and Large/Aero Space Structures; Microscale/Macroscale/Nanoscale Heat Transfer and Computational Heat Transfer in Structures and Materials including Composites and Heterogeneous Materials; Computational Methods and Development of Finite Element Algorithms for Large Scale Applications on High Performance Computing Platforms and Parallel Computations; CAD/FEM Interface, Geometric Modeling and Automated/Adaptive Simulation Based Design Techniques. He has authored/co-authored over 160 research articles in various journals and proceedings, and book chapters, and is on the editorial board for ten journals. Professor Tamma has given numerous invited talks, plenary and keynote lectures at various International/National Conference, conducted numerous Workshops/Trainings/Short Courses, and served as Chair/Co-Chair for several conference presentations. Professor Tamma is a member of ASME, AIAA, the International Association for Computational Mechanics, the International Society for Computational and Engineering Sciences, and the US Association for Computational Mechanics.

P. K. A. Wai received the Bachelor of Science (Hons) degree with first class honors from the University of Hong Kong in 1981, and the M.S. and Ph.D. degrees from the University of Maryland, College Park, USA, in 1985 and 1988, respectively. In 1988 he joined Science Applications International Corporation in McLean, VA, where he worked as a Research Scientist on the Tethered Satellite System project. In 1990 he became a Research Associate in the Department of Electrical Engineering, University of Maryland, USA. In 1996 he joined the Department of Electronic and Information Engineering, The Hong Kong Polytechnic University as an Assistant Professor. He became Associate Professor in 1997, and Professor and Head of the Department in 2002. His research interests include theory of solitons, modeling of fiber lasers, simulations of integrated optical devices, long distance fiber optic communications, and neural networks. Prof. Wai is an active contributor to the technical field, having over 100 international publications. He is a reviewer for many international journals and was an invited speaker in international conferences. Prof. Wai is a member of Optical Society of America and a senior member of IEEE.

Yinchao Chen received the B.S. degree in space physics and the Ph.D. degree in electrical engineering from Wuhan University, PRC, and the University of South Carolina, USA, respectively, in 1982 and 1992. Chen joined the Department of Electrical Engineering, University of South Carolina in July 2000, and he currently is an Associate Professor with the Department. From 1989 to 1995, he
was a Teaching and Research Assistant, Postdoctoral Fellow, Adjunct Assistant Professor, and Visiting Scholar Fellow with the University of South Carolina South Carolina State University, and University of Illinois at Urbana-Champaign, respectively. During his earlier career in China, he was a Microwave and Antenna Engineer with Nanjing Research Institute of Electronic Technology. He was an Assistant Professor with the Department of Electronic and Information Engineering, Hong Kong Polytechnic University, Hong Kong, during the period from 1995 to 2000. His current research interests include computational electromagnetics with applications of millimeter-wave integrated circuits, signal integrity for high-speed circuits, wireless communication applications, electronic packaging modeling for VLSI devices, microwave antenna and scattering applications. He has published over 100 international publications in refereed journals and conference symposia. He is a co-author of the book, Multi resolution Time Domain Scheme for Electromagnetic Engineering (John Wiley & Sons), a contributor of 3 book chapters, and a co-editor of the book, Recent Research Development of Microwave Theory and Techniques, vol. 2, (Transworld Research Network).