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Abstract—In video applications where video sequences are compressed and stored in a storage device for future delivery, the encoding process is typically carried out without enough prior knowledge about the channel characteristics of a network. Error-resilient transcoding plays an important role to provide an addition of resilience to the video data, where or whenever it is needed. Recently, a reference picture selection (RPS) scheme has been adopted in an error-resilient transcoder in order to reduce error effects for the already encoded video bitstream. In this approach, the transcoder learns through a feedback channel about the damaged parts of a previously coded frame and then decides to code the next P-frame not relative to the most recent, but to an older, reference picture, which is known to be error-free in the decoder. One straightforward approach of adopting RPS in error-resilient transcoding is to decode all the P-frames from the previously nearest I-frame to the current transmitted frame which is then re-encoded with a new reference frame; this can create undesirable complexity in the transcoder as well as introduce re-encoding errors. In this paper, some novel techniques are suggested for an effective implementation of RPS in the error-resilient transcoder with the minimum requirement on its complexity. All the proposed techniques will manipulate video data in the compressed domain such that the computational loading of the transcoder is greatly reduced. By utilizing these new compressed-domain techniques, we develop a new structure to handle various types of macroblocks in the transcoder which re-uses motion vectors and prediction errors from the encoded bitstream. Experimental results demonstrate that significant improvements in terms of transcoder complexity and quality of reconstructed video can be achieved by employing our compressed-domain techniques.

Index Terms—Compressed-domain processing, error-resilient transcoding, streaming video, video coding.

I. INTRODUCTION

The efficiency of the present video coding standards [1]–[4] facilitates the use of digital videos in a great variety of applications. Many modern video services and applications [5], [6], such as DVD, video on demand (VoD), and distance learning, use pre-encoded videos for storage and transmission rather than real-time encoded videos. In real-time video encoding, data arrives from a live source at a fixed frame rate, which must be compressed in real time and transmitted at that speed. In coding a live video for transmission, the video server might use feedback from the client decoder to adapt its coding parameters to the time-varying conditions. Such coding parameters include the channel bandwidth and the bit-error-rate of the communication systems operating in the presence of noise. On the other hand, an off-line encoder utilizes the video stream that does not arrive from a live source; rather an entire video sequence is already available. Such an approach is useful for production systems such as encoding a large video sequence into a storage device for future delivery. In this off-line mode, the time-varying characteristics of the present communication networks pose difficulties for transmitting the already encoded video bitstream. For instance, an off-line encoder can only produce a single bitstream which does not adapt to the time-varying channel conditions at the time of transmission. In other words, if the already encoded bitstream is used, the lack of flexibility makes it difficult to change the bitrate and the resilience of the bitstream.

To solve the problems of bit rate regulation and error-resilience addressed above, several video transcoding proxies, which consist of a video transcoder or set of transcoders, have been proposed recently. Many rate management skills of video transcoders that convert encoded bitstreams into lower rates have widely been investigated in the literature [7]–[12]. In addition to the rate management skills of video transcoders, the error-resilient problem happens when the encoded bitstream is transmitting over the channel in which part of the already transmitted bitstream has been corrupted. In this situation, a further need for error-resilient handling of the transcoded sequence may arise over time-varying channels. Thus, video transcoders will play an important role not only matching the transmission rates to the user requirements, but also providing the necessary protection for transcoded video bitstreams prior to their transmission.

A review of some error-resilient video transcoding methods has been given in [12], [13]. Authors in [14] suggested a rate-distortion framework with analytical models for error-resilient transcoding. By moving the error-resilience support from the source encoder to the video proxy, the models are used to characterize how corruption propagates temporally and spatially in MPEG-encoded video subject to bit errors, and they optimize the combination of spatial error resilience, temporal error resilience, and transmission bitrate. In [15], an error-resilient transcoding scheme has been proposed for general packet radio services (GPRS) mobile access network. The transcoding...
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process in the video proxy utilizes two error-resilient tools: an adaptive intra-refresh (AIR) scheme and a reference picture selection (RPS) scheme with feedback control signaling. Based on the feedback signal, these tools can reduce the effect of error propagation when users playback video. For error-resilient transcoding using AIR, the transcoder increases the temporal resilience by inserting more intra-macroblocks. The incoming bitstream is fully decoded and some inter-macroblocks are then re-encoded as intra-macroblocks. Recently, some varieties [16]–[19] of using AIR in error-resilient transcoding, which adaptively adjust the intra-refresh rate according to the video content and the channel’s packet loss rate, have been proposed to protect the most important macroblocks against packet losses over wireless networks. On the other hand, the RPS scheme adopted in the error-resilient transcoder can stop temporal error propagation by allowing the transcoder to alter the reference frames, which are successfully decoded in the decoder, for motion compensation. Most of the earlier work on RPS have been studied for use in transmitting a live video [20]–[22], but have not been examined in transmitting an already encoded bitstream. In fact, the impact of adopting RPS on the complexity of an error-resilient transcoder is tremendous. Consider the example as shown in Fig. 1. In this figure, the transcoder knows that a transmission error occurs in frame $n-1$ through the feedback channel. Since B-frames are not used as references, for the sake of simplicity, we focus our discussion on the case that the encoded bitstream contains I- and P-frames only. Since frame $n-1$ is required to act as the reference frame for the reconstruction of the next transmitted frame, frame $n$, the quantized discrete cosine transform (DCT) coefficients of residual signal of frame $n$ are no longer valid because they refer to frame $n-1$ which has been corrupted. In order to stop error propagation, in RPS, the last frame available without errors at the decoder should be selected as a reference frame, that is, frame $n-2$ for frame $n$. The transcoder then needs to decode frame $0$ to frame $n$ and perform re-encoding of frame $n$ with an older reference frame, frame $n-2$, which is known to be the last frame available without errors in the decoder. Thus, this straightforward pixel-domain implementation requires much higher complexity of the transcoder for these decoding and re-encoding processes. Besides, the video quality suffers from the re-encoding process, which introduces additional degradation. Since frame $n$ is used as a reference frame for the following transmitted P-frames, quality degradation propagates to later frames and it means that the quality of the transcoded sequence is degraded significantly when RPS is operated in the error-resilient transcoder.

In this paper, we propose a compressed-domain RPS for error-resilient transcoding. This scheme is macroblock-based. It can reduce the computational requirement of the transcoder and the quality degradation of the transcoded sequence arising from re-encoding. The organization of this paper is as follows. Section II of this paper presents a macroblock (MB) viewpoint of error-resilient transcoding using RPS. The proposed techniques for computing the new motion vectors and prediction errors in RPS are then described in Sections III and IV respectively. Experimental results are presented in Section V. Finally, some concluding remarks are given in Section VI.

![Fig. 1. Example of RPS used in error-resilient transcoding.](image1)

![Fig. 2. MB viewpoint of RPS in error resilient transcoding. (Note: $e_{n-1}^n$ is the prediction error between $MC_{n-1}^n(mv_{(k,d)}^n)$ and its motion-compensated MB, which is not equal to $e_{n}^n$ since $MC_{n}^n(mv_{(k,d)}^n)$ is not on a MB boundary.)](image2)

II. MB VIEWPOINT OF ERROR-RESILIENT TRANSCODING USING RPS

The techniques proposed in this paper are operated at MB level. For illustration of our new MB-based techniques, the example in Fig. 1 is redrawn in MB level as depicted in Fig. 2, in which $MB_{(k,d)}^n$ represents the MB at the $k$th row and $d$th column of frame $n$. Assume that the transcoder receives an acknowledgment signifying that frame $n-1$ has been damaged by transmission errors. The transcoder needs to re-encode frame $n$ with frame $n-2$. During decoding without transmission errors, pixels in $MB_{(k,d)}^n$ can be reconstructed by

$$MB_{(k,d)}^n = MC_{n-1}^n(mv_{(k,d)}^n) + e_{n}^n$$

(1)

where $MC_{n-1}^n(mv_{(k,d)}^n)$ stands for the motion-compensated MB of $MB_{(k,d)}^n$ which is translated by motion vector, $mv_{(k,d)}^n$, in the previously reconstructed frame $n-1$, and $e_{n}^n$ is the prediction error between $MB_{(k,d)}^n$ and $MC_{n-1}^n(mv_{(k,d)}^n)$.

In Fig. 2, due to the transmission errors in frame $n-1$, $MB_{(k,d)}^n$ is re-encoded with a new reference, frame $n-2$. The new prediction error, $e_{n}^n$, is given by

$$e_{n}^n = MB_{(k,d)}^n - MC_{n-2}^n(mv_{(k,d)}^n)$$

(2)

where $mv_{(k,d)}^n$ is the new motion vector using frame $n-2$ as a reference. The transcoder needs to compute $mv_{(k,d)}^n$ and then encode $e_{n}^n$ in the quantized DCT domain.

To calculate $e_{n}^n$ in the pixel-domain transcoder, all the related previous MBs in P/I-frames need to be decoded. It becomes impractical when the length of group of picture (GOP) is long. For our new MB-based techniques, two types of MBs are now defined in Fig. 3. $MB_{(k,d)}^n$ is defined as a non-motion...
compensation (non-MC) MB if the MB is coded without motion compensation. Otherwise, it is defined as a motion-compensated (MC) MB. For example, in Fig. 3, since the motion vector of $\text{MB}_0$ is zero, it means that $\text{MB}_0$ is a non-MC MB. On the other hand, $\text{MB}_1$ is categorized as a MC MB. In this paper, we develop some efficient techniques, which are operated in the compressed domain, to handle various types of MBs in error-resilient transcoding with RPS in order to avoid re-encoding errors and to reduce the complexity for transcoding MBs in the affected frame. The new transcoder has three new features: 1) a quantized DCT-domain technique for non-MC MBs of the affected frame, 2) DCT-domain operators for MC MBs of the affected frame, and 3) a region tracking technique for decoding all the related MBs to the affected MC MBs. All items target at reducing the transcoder complexity, and the first one is also used for improved picture quality.

III. RE-COMPOSITION OF $\hat{m}_n^{\Lambda}(k_d)$

One simple way of getting $\hat{m}_n^{\Lambda}(k_d)$ is to perform full-scale motion estimation. This approach requires the pixel intensities of both $\text{MB}_{0}(k_d)$ and the corresponding search area in frame $n-2$. The transcoder needs to decode all the related MBs to $\text{MB}_{0}(k_d)$ and the corresponding search area in frame $n-2$ starting from the previously nearest I-frame. The full-scale motion estimation thus requires a high computational complexity. To reduce the computational complexity, the re-use of incoming motion vectors by adding $m_{n-1}^{\Lambda}(k_d)$ and $m_{n-1}^{\Lambda}(m_{n-1}^{\Lambda}(k_d))$ together has been widely accepted in video transcoders for bit-rate reduction [23], [24], as depicted in Fig. 2. Note that $m_{n-1}^{\Lambda}(m_{n-1}^{\Lambda}(k_d))$ is the motion vector of $\text{MC}_{n-1}(m_{n-1}^{\Lambda}(k_d))$.

Fig. 4 shows the case if $\text{MB}_{0}(k_d)$ is found to be a non-MC MB. In this case, $m_{n}^{\Lambda}(k_d)$ and $m_{n}^{\Lambda}(m_{n-1}^{\Lambda}(k_d))$ are equal to zero and $m_{n}^{\Lambda}(k_d)$ respectively. Therefore, $\hat{m}_n^{\Lambda}(k_d)$ can be simplified as

$$\hat{m}_n^{\Lambda}(k_d) = m_{n-1}^{\Lambda}(k_d). \quad (3)$$

For MC MBs, (3) does not hold true since $\text{MC}_{n-1}(m_{n-1}^{\Lambda}(k_d))$ is not on a MB boundary. In other words, $m_{n-1}^{\Lambda}(m_{n-1}^{\Lambda}(m_{n-1}^{\Lambda}(k_d)))$ is not available from the encoded bitstream. In order to make an approximation of $m_{n-1}^{\Lambda}(m_{n-1}^{\Lambda}(m_{n-1}^{\Lambda}(k_d)))$, it is possible to use the bilinear interpolation from the four overlapping MBs with $\text{MC}_{n-1}(m_{n-1}^{\Lambda}(k_d))$ in frame $n-1$. However, the bilinear interpolation of the motion vectors can lead to the inaccuracy of the resultant motion vector when the motion vectors of the four overlapping MBs are too divergent and too large to be described by a single motion vector [23], [24].

Instead of using the bilinear interpolation of the available motion vectors, the forward dominant vector selection (FDVS) algorithm [23], [24], which has been well-known to provide better performance in video transcoders for bit rate reduction, is employed to speed up the error-resilient transcoding process with the adoption of RPS. As shown in Fig. 2, the FDVS algorithm is to select one dominant motion vector from the four overlapping MBs in frame $n-1$. A dominant motion vector is defined as the motion vector carried by a dominant MB. The dominant MB is the MB that has the largest overlapping segment with $\text{MC}_{n-1}(m_{n-1}^{\Lambda}(k_d))$ pointed by $m_{n-1}^{\Lambda}(k_d)$. For example in Fig. 2, $\text{MB}_{1}(k_d)$ is chosen as the dominant MB since it has the largest overlapping area with $\text{MC}_{n-1}(m_{n-1}^{\Lambda}(k_d))$, while its motion vector $m_{n-1}^{\Lambda}(k_d)$ is selected as the dominant motion vector. Therefore, the resultant motion vector of $\text{MB}_{1}(k_d)$, $m_{n}^{\Lambda}(k_d)$, pointing to the MB in frame $n-2$ is the sum of the dominant motion vector $m_{n-1}^{\Lambda}(k_d)$ and $m_{n}^{\Lambda}(k_d)$, which can be written as

$$\hat{m}_n^{\Lambda}(k_d) = m_{n-1}^{\Lambda}(k_d) + m_{n}^{\Lambda}(k_d) \quad (4)$$

IV. COMPRESSED-DOMAIN TECHNIQUES FOR COMPUTING $\tilde{c}_n^{\Lambda}(k_d)$

After re-composing $\hat{m}_n^{\Lambda}(k_d)$, the next step is to compute $\tilde{c}_n^{\Lambda}(k_d)$. By putting (1) into (2), we obtain

$$\tilde{c}_n^{\Lambda}(k_d) = c_n^{\Lambda}(k_d) + r_n^{\Lambda-1} \quad (5)$$

where $r_n^{\Lambda-1}$, as shown in Fig. 2, is the prediction error between $\text{MC}_{n-1}(m_{n-1}^{\Lambda}(k_d))$ and $\text{MC}_{n-2}(m_{n}^{\Lambda}(k_d))$, and can be written as

$$r_n^{\Lambda-1} = \text{MC}_{n-1}(m_{n}^{\Lambda}(k_d)) - \text{MC}_{n-2}(m_{n}^{\Lambda}(k_d)) \quad (6)$$

Note that $r_n^{\Lambda-1}$ is not equal to $c_n^{\Lambda}(k_d)$ since $\text{MC}_{n-1}(m_{n-1}^{\Lambda}(k_d))$ is not on a MB boundary. In the MPEG-4 standard, DCT is applied to an $8 \times 8$ block and each MB is composed of four $8 \times 8$ blocks. Therefore, we can re-write (5) at block level and it is given by

$$\tilde{c}_n^{\Lambda}(i) = c_n^{\Lambda}(i) + r_n^{\Lambda-1} \quad (7)$$

where $i = 1, 2, 3,$ and $4$, and it represents the coding order (in raster scan) of blocks within a MB. For the sake of convenience, we use the same convention for other symbols for the rest of this paper; i.e., $y_k$ represents one of four $8 \times 8$ blocks in the MB.
named \( y \) and the index \( i \) indicates the coding order of blocks within a MB, as shown in Fig. 5. Therefore, \( r_1^{n-1}, r_2^{n-1}, r_3^{n-1}, \) and \( r_4^{n-1} \) in (7) are the prediction errors of the four 8 \times 8 blocks in \( r^{n-1} \). In the following, some novel techniques for various types of MBs are proposed to compute \( e_{(k,l)}^{n-1} \) in the compressed domain.

A. Quantized DCT-Domain Techniques for Non-MC MBs

For non-MC MBs such as MB\( n^{(k,l)} \) in Fig. 4, \( m_{(k,l)}^{n-1} \) is equal to \( m_{(k,l)}^{n-1} \), and the spatial position of its motion-compensated MB, \( M_{(k,l)}^{n-2} (m_{(k,l)}^{n-1}) \) in frame \( n - 1 \) is the same as that of MB\( n^{(k,l)} \). Hence, for this specific case, \( M_{(k,l)}^{n-1} (m_{(k,l)}^{n-1}) \) is equal to \( M_{(k,l)}^{n-2} (m_{(k,l)}^{n-1}) \), and (6) can be simplified as

\[
r^{n-1} = M_{(k,l)}^{n-2} (m_{(k,l)}^{n-1}) = e_{(k,l)}^{n-1}.
\]

(8)

Using (8), (7) can be written as

\[
e_{(k,l)}^{n-1} = e_{(k,l)}^{n-1} + e_{(k,l)}^{n-2}.
\]

(9)

It is noted that the quantized DCT coefficients of \( e_{(k,l)}^{n-1} \) and \( e_{(k,l)}^{n-2} \) are already available in the encoded bitstream. Let them be \( E_{(k,l)}^{n-2} \) and \( E_{(k,l)}^{n-1} \), respectively. That is, \( e_{(k,l)}^{n-1} = DCT^{-1}(Q_L^{-1}(E_{(k,l)}^{n-2})) \) and \( e_{(k,l)}^{n-2} = DCT^{-1}(Q_L^{-1}(E_{(k,l)}^{n-1})). \) where \( DCT^{-1}() \) is the inverse DCT operator and \( Q_L^{-1}() \) is the inverse quantization operator with the quantization step size \( L \). Therefore, (9) becomes

\[
e_{(k,l)}^{n-1} = DCT^{-1} \left( Q_L^{-1} \left( E_{(k,l)}^{n-2} \right) \right) + DCT^{-1} \left( Q_L^{-1} \left( E_{(k,l)}^{n-1} \right) \right).
\]

(10)

From (10), \( e_{(k,l)}^{n-1} \) can be computed by adding the decoded version of \( E_{(k,l)}^{n-2} \) and \( E_{(k,l)}^{n-1} \). To stop the error propagation, the encoded form of \( e_{(k,l)}^{n-1} ; Q_L(DCT(e_{(k,l)}^{n-1})) \), is transmitted. To do so, \( e_{(k,l)}^{n-1} \) needs to undergo transformation and quantization. Although the transcoder only needs to decode quantized DCT coefficients of two 8 \times 8 blocks for each block in the non-MC MB with a new reference instead of decoding all its related previous MBs in P/I-frames, the additional quantization process can lead to requantization errors, but this can be avoided if \( Q_L(DCT(e_{(k,l)}^{n-1})) \) is computed in the quantized DCT domain, which will be discussed as shown below.

By applying DCT to (10) and taking into account the linearity of DCT, (10) can be written as

\[
DCT \left( e_{(k,l)}^{n-1} \right) = Q_L^{-1} \left( E_{(k,l)}^{n-2} \right) + Q_L^{-1} \left( E_{(k,l)}^{n-1} \right).
\]

(11)

Note that dequantization is not a linear operation because of the existence of the dead zone. However, it is reasonable to approximate \( Q_L^{-1}(E_{(k,l)}^{n-2} + E_{(k,l)}^{n-1}) \approx Q_L^{-1}(E_{(k,l)}^{n-2}) + Q_L^{-1}(E_{(k,l)}^{n-1}) \) to avoid the process of requantization. Thus, we obtain the final expression of \( Q_L(DCT(e_{(k,l)}^{n-1})) \) as

\[
Q_L \left( DCT \left( e_{(k,l)}^{n-1} \right) \right) \approx E_{(k,l)}^{n-2} + E_{(k,l)}^{n-1}.
\]

(12)

Equation (12) implies that the newly quantized DCT coefficients \( Q_L(DCT(e_{(k,l)}^{n-1})) \) can be computed in the quantized DCT-domain by performing direct addition (DA) of \( E_{(k,l)}^{n-2} \) and \( E_{(k,l)}^{n-1} \). Both of them can be extracted from the already encoded bitstream by performing entropy decoding only. The error-resistant transcoder combines \( E_{(k,l)}^{n-2} \) and \( E_{(k,l)}^{n-1} \), together which is then entropy encoded. Since no complete decoding process is necessary during the generation of \( Q_L(DCT(e_{(k,l)}^{n-1})) \), the computational complexity required for the transcoder is very low.

B. Modified Quantizer-Decquantizer Pair for Non-MC MBs

From (12), when the effect of making a linear approximation of inverse quantization is negligible, performing DA of the quantized DCT coefficients would not give any significant loss in reconstructing a video frame with a new reference. However, since in general there is no guarantee that the effect is negligible all the time, there are non-zero probabilities that the approximation may cause some loss in the reconstructed frame. From the previous derivations, it follows that \( Q_L(DCT(e_{(k,l)}^{n-1})) \) should be applied to the decoder. The dequantization process specified in the MPEG-4 standard is performed as shown in (13), at the bottom of the page. The term \( \text{sign}(x)/2 \) is required to deliver the centroid representation of the dequantizer by introducing an addition or subtraction of half of the quantization step size, which depends on the polarity of the quantized DCT coefficient.

If the linear approximation of inverse quantization is used, we obtain the output of the dequantizer by substituting \( E_{(k,l)}^{n-2} + E_{(k,l)}^{n-1} \), into (13), and it yields

\[
Q_L^{-1} \left( E_{(k,l)}^{n-2} + E_{(k,l)}^{n-1} \right) = \left( E_{(k,l)}^{n-2} + E_{(k,l)}^{n-1} \right) \times \frac{L}{2}.
\]

(14)
which can be generated from the quantizer (a) with a dead zone and (b) without a dead zone. Both of them have a quantization step size of \( L/2 \).

On the other hand, the output of the dequantizer without linear approximation is \( Q_T^{-1}(E_{(k,d),\delta}^n) + Q_T^{-1}(E_{(k,d)\delta}^{n-1}) \) which can be actually written as

\[
Q_T^{-1}\left(E_{(k,d),\delta}^n + E_{(k,d)\delta}^{n-1}\right) = L + \left[\text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1})\right] \times \frac{L}{2}.
\]

Comparing (14) and (15), they are not equal since \( \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \neq \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \). The possible outputs of \( \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \) are \{-1, 0, 1\} while the possible outputs of \( \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \) are \{-2, -1, 0, 1, 2\}. For example, when \( E_{(k,d),\delta}^n \) and \( E_{(k,d)\delta}^{n-1} \) are non-zero and with the same sign, \( \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \) is either equal to 2 or 2 whereas \( \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \) is either equal to 1 or 1. This implies that the reconstructed quality of using the DA technique in RPS with the linear approximation of inverse quantization deviates from the output without linear approximation and results in a quality drop of the transcoded sequence. The effect of approximation errors will be given in Section V.

In order to avoid the approximation errors, we need to design a better way to quantize \( Q_T^{-1}(E_{(k,d),\delta}^n) + Q_T^{-1}(E_{(k,d)\delta}^{n-1}) \) and then transmit it to the decoder. If the optimum performance is desired, the two steps on quantization and dequantization have to be designed jointly. From (15), \( Q_T^{-1}(E_{(k,d),\delta}^n) + Q_T^{-1}(E_{(k,d)\delta}^{n-1}) \) is composed of two terms, \( E_{(k,d),\delta}^n + E_{(k,d)\delta}^{n-1} \times \frac{L}{2} \) and \( \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \times L \). The former one is divisible by \( L \). However, possible outputs of the latter one are \{-L, -L/2, 0, L/2, L\}, some of which are not divisible by \( L \). In certain cases, such as when \( \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \) is equal to \(-1\) or \( 1 \), the requantization with a quantization step size of \( L \) can lead to additional errors. One possible way to avoid the requantization errors is to use a step size of \( L/2 \) instead, since both of the terms in (15) are divisible by \( L/2 \). Besides, in MPEG-4, the dead zone is adopted in the quantization process. The dead zone commonly refers to the central region of the quantizer, whereby the coefficients are quantized to zero and it is intended primarily to affect more non-significant coefficients to become zero resulting in an increase of the coding efficiency. Fig. 6(a) shows the decision levels and their corresponding representation levels of the quantizer with a quantization step size of \( L/2 \) and a dead zone. Since the dead zone exists, the representation levels of this quantizer become \{\ldots, -(5L/4), -(3L/4), 0, +(3L/4), +(5L/4), \ldots\}, which are not the multiple of \( L/2 \). That is, the representation does not match the desired representation levels of \( Q_L^{-1}(E_{(k,d),\delta}^n) + Q_L^{-1}(E_{(k,d)\delta}^{n-1}) \). In Fig. 6(b), it shows the decision levels and their corresponding representation levels of the quantizer without a dead zone, again, the quantization step size is equal to \( L/2 \). In this case, it exactly matches the possible outcome of \( Q_T^{-1}(E_{(k,d),\delta}^n) + Q_T^{-1}(E_{(k,d)\delta}^{n-1}) \). Taking all of the above considerations, the new quantized DCT coefficients with a new reference is obtained by

\[
\hat{Q}_{L/2} \left(\text{DCT}(E_{(k,d),\delta}^n)\right) = \hat{Q}_{L/2} \left( Q_L^{-1}(E_{(k,d),\delta}^n) + Q_L^{-1}(E_{(k,d)\delta}^{n-1}) \right) = 2 \left( E_{(k,d),\delta}^n + E_{(k,d)\delta}^{n-1} \right) \times \frac{L}{2}.
\]

where \( \hat{Q}_{L/2}() \) is the quantization operator without a dead zone and its quantization step size is equal to \( L/2 \). Similar to the DA technique of the quantized DCT coefficients, (16) signifies that the newly quantized DCT coefficients \( \hat{Q}_{L/2}(\text{DCT}(E_{(k,d),\delta}^n)) \) can be generated in the quantized DCT domain since both \( E_{(k,d),\delta}^n \) and \( E_{(k,d)\delta}^{n-1} \) can be extracted from the encoded bitstream by performing entropy decoding. The transcoder doubles the sum of \( E_{(k,d),\delta}^n \) and \( E_{(k,d)\delta}^{n-1} \), and then adds it to \( \text{sign}(E_{(k,d),\delta}^n) + \text{sign}(E_{(k,d)\delta}^{n-1}) \) which is then entropy encoded. Again, requantization is not necessary to be carried out in the formation of \( \hat{Q}_{L/2}(\text{DCT}(E_{(k,d),\delta}^n)) \).

Since \( \hat{Q}_{L/2}(\text{DCT}(E_{(k,d),\delta}^n)) \) is generated from the quantizer without a dead zone, the term \( \text{sign}(x)^2 \times L \) is not necessary in the dequantization process and it can be modified as shown in (17) during the decoding process of non-MC MBs

\[
\hat{Q}_{L/2}^{-1}(x) = \begin{cases} 0, & \text{if } x = 0 \\ \frac{L}{2}, & \text{otherwise}. \end{cases}
\]

Using the modified quantizer-dequantizer pair without a dead zone, the decoder can perfectly reconstruct the non-MC MBs encoded with a new reference frame. For the proposed technique, only a small change is needed for the decoder to equip with the dequantization process as shown in (17). It is exactly the MPEG dequantization equation for decoding intra-blocks with half of the quantization factor. During the transmission of \( \hat{Q}_{L/2}(\text{DCT}(E_{(k,d),\delta}^n)) \), MBs that use the modified dequantizer without a dead zone have to be notified by the decoder. We note that this notification has to be transmitted as side information in the MPEG-4 video bitstream by the user data defined in [3].

The derivation in (16) assumes that the round-trip delay (RTD) corresponds to the duration of encoding time for one frame. For RTD longer than one frame, the concept can be
divide each MC MB into two regions: dominant region (DR) and non-dominant region (NDR). In Fig. 2, the areas filled with shaded color and diagonal lines are DR and NDR, respectively. The DR includes the pixels in $MB_{(k,l)}^{n-1}$ that point to the dominant MB in the previously corrupted frame while the remaining pixels constitute the NDR. Therefore, $\tilde{e}_{(k,l)}^{n}$ can be represented by

$$\tilde{e}_{(k,l)}^{n} = e_{(k,l)}^{n,\text{DR}} + e_{(k,l)}^{n,\text{NDR}} \quad (19)$$

where $e_{(k,l)}^{n,\text{DR}}$ and $e_{(k,l)}^{n,\text{NDR}}$ are the prediction errors in the DR and NDR respectively, and these prediction errors are expanded and padded with zero such that they have the same size as $\tilde{e}_{(k,l)}^{n}$ (8 x 8 in this case), as illustrated in Fig. 2. By taking into account of the linearity of DCT and applying DCT to (19), it can be written as

$$\text{DCT} \left( e_{(k,l)}^{n,\text{DR}} \right) = \text{DCT} \left( e_{(k,l)}^{n,\text{NDR}} \right) + \text{DCT} \left( e_{(k,l)}^{n,\text{NDR}} \right) \quad (20)$$

For DCT($e_{(k,l)}^{n,\text{NDR}}$), we propose to use DCT-domain operators to achieve low computational complexity. On the other hand, pixel-domain re-encoding is still needed in DCT($e_{(k,l)}^{n,\text{DR}}$). With the help of FDVS, the DR occupies the dominant area, and we can then compute DCT($e_{(k,l)}^{n,\text{DR}}$) as much as possible in the DCT form in order to keep the benefits of the DCT-domain manipulation.

To compute DCT($e_{(k,l)}^{n,\text{DR}}$) in the DCT domain, the new DCT-domain operators should be designed in block level to compute $e_{(k,l)}^{n,\text{DR}}$, where $i = 1, 2, 3,$ and 4. From (7), by considering only the DR and applying DCT on both sides, we obtain

$$\text{DCT} \left( e_{(k,l)}^{n,\text{DR}} \right) = \text{DCT} \left( e_{(k,l)}^{n,\text{DR}} \right) + \text{DCT} \left( e_{(k,l)}^{n-1,\text{DR}} \right) \quad (21)$$

where $e_{(k,l)}^{n,\text{DR}}$ is the prediction error containing the DR of $MB_{(k,l)}^{n-1}$ and $r_{i}^{n-1,\text{DR}}$ is the prediction error overlapping with the dominant MB in frame $n - 1$. Again, $e_{(k,l)}^{n,\text{DR}}$ and $r_{i}^{n-1,\text{DR}}$ are expanded to 8 x 8 block sizes of zero padded. Our objectives are to acquire DCT($r_{i}^{n-1,\text{DR}}$) and DCT($e_{(k,l)}^{n,\text{DR}}$) in the DCT domain from frame $n - 1$ and frame $n$ respectively. Although both of them cannot be retrieved directly from the encoded bitstream, they can be obtained from the existing prediction errors stored in the bitstream through the following new DCT-domain operators.

1) Shifting Operator for DCT($r_{i}^{n-1,\text{DR}}$): Fig. 8 illustrates an example showing the detailed block structure of $MC_{n-1}(m_{(k,l)})$ in frame $n - 1$, where $m_{(k,l)}^{n-1}$ is $(\Delta x, \Delta y)$, $r_{1}^{n-1}, r_{2}^{n-1}, r_{3}^{n-1}$, and $r_{4}^{n-1}$ are the prediction errors of the corresponding four 8 x 8 blocks in $MC_{n-1}(m_{(k,l)})$ and their regions overlapping with the dominant MB in frame $n - 1$ are denoted by $r_{1}^{n-1,\text{DR}}, r_{2}^{n-1,\text{DR}}, r_{3}^{n-1,\text{DR}}$, and $r_{4}^{n-1,\text{DR}}$, (the shaded region in Fig. 8). Here, $e_{(k,l)}^{n-1,\text{DR}}, e_{(k,l)}^{n-1,\text{DR}}$, and $e_{(k,l)}^{n-1,\text{DR}}$ are the prediction errors in $MB_{(k,l)}^{n-1}$. Their DCT coefficients (DCT($e_{(k,l)}^{n-1,\text{DR}}$), DCT($e_{(k,l)}^{n-1,\text{DR}}$), and DCT($e_{(k,l)}^{n-1,\text{DR}}$), and}

Further if the motion vectors of MBs that have the same spatial location in the skipped frames are all equal to zero. From (16), it can be easily shown that

$$\tilde{Q}_{L/2} \left( \text{DCT} \left( \tilde{e}_{(k,l)}^{n,\text{RTD},\text{dist}} \right) \right) \quad (18)$$

where $\tilde{Q}_{L/2}(\text{DCT}(\tilde{e}_{(k,l)}^{n,\text{RTD},\text{dist}}))$ is the newly quantized DCT coefficients of $MB_{(k,l)}^{n}$ using frame $n - \text{RTD,dist}$ as a new reference frame. Note that the index RTD,dist indicates the number of frames corresponding to the duration of encoding time at one particular RTD. Fig. 7 shows an example when RTD,dist is equal to 2. Assume that frame $n$ is the current frame and the transcoder has been informed by the client that frame $n - 2$ is corrupted. Since the RTD is equivalent to the duration of encoding time of two frames, the transcoder then needs to generate the quantized DCT coefficients of frame $n$ with a new reference, frame $n - 3$. Fig. 7 shows also the situation in MB level in which the motion vectors of $MB_{(k,l)}^{n}$ and $MB_{(k,l)}^{n-1}$ are both equal to zero. The newly quantized DCT coefficients, $\tilde{Q}_{L/2}(\text{DCT}(\tilde{e}_{(k,l)}^{n,2}))$, can be computed according to (18) which is again operated in the quantized DCT domain, thus eliminating requantization errors and the unnecessary operations for the re-encoding process.

C. Transform-Domain Operations for MC MBs

In MC MBs, the above two techniques cannot be employed since $MC_{n-1}(m_{(k,l)})$ is not equal to $MB_{(k,l)}^{n-1}$, as shown in Fig. 2. In other words, $r_{i}^{n-1}$ is no longer equal to $e_{(k,l)}^{n-1}$ in (8). To compute $\tilde{e}_{(k,l)}^{n,2}$ of MC MBs, one obvious way is to examine the motion vectors in the already encoded bitstream and their regions overlapping with the dominant MB in frame $n - 1$ should be decoded and perform re-encoding for those MC MBs with frame $n - 2$ as the reference. In this paper, the new error-resilient transcoder can minimize the use of this pixel-domain re-encoding by applying some DCT-domain operators [25], [26].

In Fig. 2, $MC_{n-1}(m_{(k,l)})$ is generally formed using parts of four segments which come from its four neighboring MBs-MB_{(k+1,l+1)}, MB_{(k+1,l-1)}, MB_{(k-1,l+1)}, and MB_{(k-1,l-1)}. Our focus here is to investigate whether it is possible to re-use the DCT coefficients of these four neighboring MBs to come up with DCT($\tilde{e}_{(k,l),n}^{n}$). To avoid pixel-domain re-encoding, we

Fig. 7. Proposed techniques for non-MC MBs when RTD corresponds to the duration of encoding time for 2 frames.
The DCT-domain matrices \( e^{n-1}_{(k,j)1}, e^{n-1}_{(k,j)2}, e^{n-1}_{(k,j)3}, \) and \( e^{n-1}_{(k,j)4} \) are available in the encoded bitstream after performing inverse quantization. These are also the four overlapping blocks with \( r_1^{n-1,\text{DR}}, r_2^{n-1,\text{DR}}, r_3^{n-1,\text{DR}}, \) and \( r_4^{n-1,\text{DR}} \) from which they are contributed to derive \( \text{DCT}(r_1^{n-1,\text{DR}}). \)

From Fig. 8, it is observed that

\[ r_1^{n-1,\text{DR}} = r_1^{n-1}. \]  

(22)

In this case, \( r_1^{n-1,\text{DR}} \) contains contributions from all \( e^{n-1}_{(k,j)1}, e^{n-1}_{(k,j)2}, e^{n-1}_{(k,j)3}, \) and \( e^{n-1}_{(k,j)4} \). Specifically, it is composed of the lower-right corner of \( e^{n-1}_{(k,j)1} \) (LR \( e^{n-1}_{(k,j)1} \)), the lower-left corner of \( e^{n-1}_{(k,j)2} \) (LL \( e^{n-1}_{(k,j)2} \)), the upper-right corner of \( e^{n-1}_{(k,j)3} \) (UR \( e^{n-1}_{(k,j)3} \)), and the upper-left corner of \( e^{n-1}_{(k,j)4} \) (UL \( e^{n-1}_{(k,j)4} \)), as illustrated in Fig. 9(a). In this figure, we also supplement these contributions with zeros to form image blocks with \( 8 \times 8 \) pixels. Then, \( r_1^{n-1,\text{DR}} \) can be computed using the shifted DCT sub-blocks, as follows:

\[
r_1^{n-1,\text{DR}} = \text{LR}(e^{n-1}_{(k,j)1}) + \text{LL}(e^{n-1}_{(k,j)2}) + \text{UR}(e^{n-1}_{(k,j)3}) + \text{UL}(e^{n-1}_{(k,j)4})
\]

(23)

where \( s_{1,j}^{1} \) and \( s_{1,j}^{1} \) are the pre-multiplication and post-multiplication matrices for computing \( r_1^{n-1,\text{DR}} \), and the sub-block of interest can be shifted vertically and horizontally respectively. \( s_{1,j}^{1} \) and \( s_{1,j}^{1} \) are matrices like \((0 I_m 0)\) or \((I_m 0 0)\) and \( I_m \) is identity matrix of size \( m \). The sub-block of interest generally can be classified into 4 possible locations. They are upper left, upper right, lower left, and lower right. In the equation of \( r_1^{n-1,\text{DR}} \), the selection of matrices is summarized in Table 1, where the subscripts \( h_{1,j} \) and \( w_{i,j} \) are the number of rows and columns extracted and they are defined in Fig. 9. To obtain \( \text{DCT}(r_1^{n-1,\text{DR}}) \) in the DCT domain directly, we apply DCT to (23) and use the distributive property of matrix multiplication (i.e., \( \text{DCT}(AB) = \text{DCT}(A)\text{DCT}(B) \)). Thus, we have

\[
\text{DCT}(r_1^{n-1,\text{DR}}) = \text{DCT} \left( \sum_{j=1}^{4} s_{1,j}^{1} e^{n-1}_{(k,j)}, s_{1,j}^{1} e^{n-1}_{(k,j)} \right)
\]

\[
= \sum_{j=1}^{4} s_{1,j}^{1} \text{DCT}(e^{n-1}_{(k,j)})
\]

(24)

where \( s_{1,j}^{1} \) and \( s_{1,j}^{1} \) are the shifting matrices for \( \text{DCT}(r_1^{n-1,\text{DR}}) \) in the DCT domain. \( \text{DCT}(r_1^{n-1,\text{DR}}) \) can then be extracted easily from the bitstream after the inverse VLC and de-quantization processes, which can reduce the required computation for transcoding MC MBs with a new reference.

In Fig. 9(b)–(d), \( r_2^{n-1,\text{DR}} \) contains contributions from LR \( e^{n-1}_{(k,j)2} \) and UR \( e^{n-1}_{(k,j)4} \), \( r_3^{n-1,\text{DR}} \) is derived from contributions of LR \( e^{n-1}_{(k,j)3} \) and LL \( e^{n-1}_{(k,j)4} \), and \( r_4^{n-1,\text{DR}} \) is contributed from LR \( e^{n-1}_{(k,j)3} \) only. \( r_2^{n-1,\text{DR}}, r_3^{n-1,\text{DR}}, \) and \( r_4^{n-1,\text{DR}} \) can then be computed in the same way using the suitable shifting multiplication matrices \( s_{1,j}^{1} \) and \( s_{1,j}^{1} \), as defined in Table 1. Their DCT representations are also shown in Table 1.

2) Cropping Operator for \( \text{DCT}(e^{n,\text{DR}}_{(k,j)}) \): The DCT-domain coefficients for the second term in (21), i.e., \( \text{DCT}(e^{n,\text{DR}}_{(k,j)}) \), have been proven to be computed using the shifting operator. Now, a similar idea can be applied to compute \( \text{DCT}(e^{n,\text{DR}}_{(k,j)}) \) in the DCT domain. Fig. 10 shows the detailed block structure of MB \( (n, k) \) in frame \( n \). MB \( (n, k) \) is composed of the prediction errors, \( e^{n,\text{DR}}_{(k,j)1}, e^{n,\text{DR}}_{(k,j)2}, e^{n,\text{DR}}_{(k,j)3}, \) and \( e^{n,\text{DR}}_{(k,j)4} \). In the encoded bitstream, their DCT coefficients \( \text{DCT}(e^{n,\text{DR}}_{(k,j)1}), \text{DCT}(e^{n,\text{DR}}_{(k,j)2}), \text{DCT}(e^{n,\text{DR}}_{(k,j)3}), \) and
where $e_{row}^n$ and $e_{col}^n$ are the row and column of the chopping matrices, which are used to removes $h_k$ rows and $w_i$ columns in $e_{(k,d),i}^n$ and they are denoted by $(I_{h_k}, 0)$ and $(0, I_{w_i})$, respectively.

In the example as shown in Fig. 10, the selected chopping matrices used for obtaining $e_{(k,d),1}^{n,DR}$, $e_{(k,d),2}^{n,DR}$, $e_{(k,d),3}^{n,DR}$, and $e_{(k,d),4}^{n,DR}$ are tabulated in Table II. By applying DCT to (25) and making use of distributive property in DCT, we obtain

$$DCT(e_{(k,d),i}^{n,DR}) = C_{row}^{n,DR} E_{(k,d),i}^{n,DR} C_{col}^{n,DR}$$

where $C_{row}^{n,DR} = DCT(e_{row}^n)$ and $C_{col}^{n,DR} = DCT(e_{col}^n)$ are the chopping matrices in the DCT domain.

By adopting the shifting and chopping operators, $DCT(e_{(k,d)}^{n,DR})$ in (20) can be obtained with reduced computational burden of the transcoder because it avoids the conversion processes operating back and forth between the DCT domain and the spatial domain.

In practical implementation, the DCT representations of the shifting and chopping matrices in Tables I and II can be pre-computed and stored in memory. From these tables, we can see that these matrices are in the form of $I_{m}^n(0 0)$, $I_{m}^n(0 0)$, and $I_{m}^n(0 0)$.
where should be decoded. are divided into . The - matrices need to be stored. , and their cor-
are required to act . These MBs in frame to frame , respectively. This means that the . There are 8 different ma-
then re-encoding is performed for those MC MBs with frame . Therefore, 29 8 matrices need to be stored.

D. Region Tracking for Decoding Process

After obtaining DCT( ), we now examine how the DCT coefficients of prediction errors in the DR, DCT( ), which is another necessary component of (20), can be calculated. In Fig. 2, the dominant motion vector of MB is used to re-compose the new motion vector . But other MBs may have different motion vectors. If one of these motion vectors is different from the dominant motion vector, it is impossible to re-use the DCT coefficients in that MB. The spatial-domain re-encoding technique is, therefore, needed to compute DCT( ). In other words, is obtained by subtracting the pixel intensities of the reconstructed MB in frame with the corresponding best-matched MB in the new reference, frame . That is

\[ \hat{\epsilon}_{\text{DR}}^{(n)} = M_{\text{DR}}^{(n)} - M_{\text{DR}}^{(n-2)} \]. \tag{27} 

For the pixel-domain re-encoding technique, all MBs from the previously nearest I-frame to frame should be decoded. Then re-encoding is performed for those MC MBs with frame 2 as the reference. With the help of various DCT-domain techniques, we suggest using a region tracking technique to trace only the indispensable MBs during the decoding and re-encoding processes. This technique traces from the current frame to the previously nearest I-frame and only the necessary MBs related to DR need to be decoded. For illustration, an example for re-encoding MC MBs without the region tracking technique is depicted in Fig. 11(a). This figure shows a situation in which MB and MB are MC MBs in frame , and their corresponding motion vectors are denoted by the dotted arrows. Frame 1 is the corrupted frame and frame 2 is the new reference. To re-encode MB and MB, the transcoder examines the motion vectors in the encoded bitstream and all the related MBs from frame 3 to frame should be decoded. Three MBs (the shaded MBs) in frame 1 are required to act as references for performing motion compensation of MB and MB. These MBs in frame 1 further require to use their corresponding MBs in frame . This process continues until it reaches the previously nearest I-frame. In this example, the transcoder needs to decode MBs from frames 2, 3, 6, and 8 MBs from frames , , , and , respectively) for MB and MB from frame 3 to frame . This situation gets worse when the current transmitted frame is far away from the previously nearest I-frame. However, by applying the region tracking technique, we find that only DRs of MC MBs need to be re-encoded in the pixel domain. Therefore, some decoded MBs in Fig. 11(a) do not actually contribute to MB and MB. The idea of the region tracking technique is to identify the MBs having actual contribution to DRs of MC MBs in the previous frame. Let us use Fig. 11(b) to give a clearer account of our idea. In Fig. 11(b), both and are divided into two regions—the DR and the DR. The DR is denoted by the block filled with diagonal lines, which is also the actual region to be re-encoded in the pixel domain. Since the number of pixels in each DR is smaller than that in the whole MB, the number of MBs to be decoded in the previous frames can be reduced. In this example, only 2, 2, 4, and 4 MBs are required in frames , , , and , respectively. This means that the necessary MBs used to re-encode the current MBs can be saved considerably. The longer the length of GOP, the larger the savings of the proposed technique.

V. EXPERIMENTAL RESULTS

A large amount of experimental work has been conducted to evaluate the performances of the proposed techniques for error-resistant transcoding using RPS. Let us denote them as RPS-DA, RPS- + , and MCB + RPS- + . RPS-DA uses the DA technique in (12) on quantized DCT coefficients for non-MC MBs while RPS- + employs the modified
TABLE III

SUMMARY OF TOOLS USED IN RPS-DA, RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$, AND MCMB + RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Non-MC MBs</th>
<th>MC MBs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DA (equation (12))</td>
<td>Modified quantizer-dequantizer pair (equation (18))</td>
</tr>
<tr>
<td>RPS-DA</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>RPS-$\hat{Q}<em>{L/2} + \hat{Q}</em>{L/2}^{-1}$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MCMB + RPS-$\hat{Q}<em>{L/2} + \hat{Q}</em>{L/2}^{-1}$</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

TABLE IV

REQUERED NUMBERS OF TMM OPERATIONS FOR MCMB + RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$

<table>
<thead>
<tr>
<th>Shifting operator</th>
<th>TMM operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{1}^{x-1,DR}$</td>
<td>4</td>
</tr>
<tr>
<td>$r_{2}^{x-1,DR}$</td>
<td>2</td>
</tr>
<tr>
<td>$r_{3}^{x-1,DR}$</td>
<td>2</td>
</tr>
<tr>
<td>$r_{4}^{x-1,DR}$</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chopping operator</th>
<th>TMM operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{1}^{DR}$</td>
<td>0</td>
</tr>
<tr>
<td>$e_{2}^{DR}$</td>
<td>1</td>
</tr>
<tr>
<td>$e_{3}^{DR}$</td>
<td>1</td>
</tr>
<tr>
<td>$e_{4}^{DR}$</td>
<td>1</td>
</tr>
</tbody>
</table>

Total TMM operations (equivalent to no. of MBs to be decoded) = 12 (3)

quantizer-dequantizer pair in (18). For MCMB + RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$, it further extends RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$ by adopting the shifting and chopping operators, and the region tracking technique for creating the prediction errors of MC MBs in the DCT domain. The tools used in RPS-DA, RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$, and MCMB + RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$, are summarized in Table III. The results are compared with that obtained using the pixel-domain re-encoding technique [15]. All test sequences have a length of 140 frames. “Mother and Daughter,” “Salesman,” “Calendar,” and “Foreman” are in CIF format while “Football” and “Table Tennis” are in SIF format. “Carphone” is a typical videophone sequence in QCIF format. All sequences were encoded by the MPEG-4 encoder [27] at two different bitrates. For all test sequences, the frame-rate of the video bitstream was 30 frames/s and the GOP length was 15 with an I-P structure.

In order to measure the computational requirements, we introduce a cost that can directly reflect the computational burden of the transcoding associated with various techniques. It is reasonable to approximate the cost to the required number of MBs to be decoded and re-encoded in the transcoder. For the pixel-domain re-encoding technique, the transcoder requires to decode all MBs in P-frames from the previously nearest I-frame to the current frame, and re-encode all the MBs in the current frame with a new reference. The major steps in decoding a single MB are 2-D inverse DCT (2-D IDCT), dequantization, and motion compensation operations while the re-encoding process involves 2-D DCT (2-D DCT), quantization, motion estimation, and compensation operations. The main difference in computational complexity between the decoding and re-encoding processes is the motion estimation operation. It depends on the motion estimation algorithm to be used for the re-encoding process. In general, measuring the difference between the costs of these two processes would not be an easy task. In spite of these, it is possible to assume that their complexities are the same for the sake of simplicity. To re-encode MC MBs in the current transmitted frame of the proposed RPS-DA and RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$, only the relevant MBs in the previous frames to the re-encoded MC MBs should be decoded, as depicted in Fig. 11(b). In this situation, the number of necessary MBs to be decoded in the transcoder can be reduced significantly. For non-MC MBs, (12) and (18) signify that our RPS-DA and RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$ require simple arithmetic operations instead of the complicated decoding and re-encoding processes. Note that the computational requirement of RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$ is similar to that of the RPS-DA, and only two more addition and multiplication operations are needed. Practically, the multiplication by 2 in (18) can be implemented by a shift operator. Therefore, these arithmetic operations are negligible as compared with the 2-D DCT or 2-D IDCT operation. For MCMB + RPS-$\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}$, the DCT-domain shifting and chopping operators are proposed to handle MC MBs. These operators involve some matrix manipulations. In general, a target block is predicted from up to four contributing blocks. The computation of DCT coefficients of contributing blocks actually requires pre- and post-multiplication of an 8 x 8 data block with two 8 x 8 matrices, where the matrices can be pre-processed and stored in the transcoder. Given an 8 x 8 data block $D$ and two 8 x 8 matrices $M_{\text{pre}}$ and $M_{\text{post}}$, the computation of $M_{\text{pre}} D M_{\text{post}}$ includes two matrix multiplications. Let us assume, for the sake of argument, that the type of $M_{\text{pre}} D M_{\text{post}}$ is called a TMM operation, which is taken as the unit to measure and compare the computational complexity of the proposed DCT-domain operators. Since the DCT-domain operations cover the majority of the computations of the whole transcoding process, using a TMM operation as the basic unit of computational complexity comparison can realistically reflect the actual efficiency of different algorithms.
TABLE V
SAVINGS OF USING THE PROPOSED MB-BASED TECHNIQUES AS COMPARED WITH THE PIXEL-DOMAIN RE-ENCODING TECHNIQUE IN RPS

<table>
<thead>
<tr>
<th>Sequences</th>
<th>Bilineate bitrate (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPS - DA or RPS - (\tilde{Q}<em>{L/2} + \tilde{Q}</em>{L/2}^1) (%)</td>
</tr>
<tr>
<td>Mother and daughter</td>
<td>537</td>
</tr>
<tr>
<td>1.14 Mbps</td>
<td>78.5</td>
</tr>
<tr>
<td>2.25 Mbps</td>
<td>74.6</td>
</tr>
<tr>
<td>1.64 Mbps</td>
<td>47.1</td>
</tr>
<tr>
<td>1.44 Mbps</td>
<td>57.7</td>
</tr>
<tr>
<td>1.12 Mbps</td>
<td>42.4</td>
</tr>
<tr>
<td>1.44 Mbps</td>
<td>43.0</td>
</tr>
<tr>
<td>1.64 Mbps</td>
<td>23.8</td>
</tr>
<tr>
<td>1.44 Mbps</td>
<td>23.1</td>
</tr>
<tr>
<td>1.12 Mbps</td>
<td>31.2</td>
</tr>
<tr>
<td>1.44 Mbps</td>
<td>31.0</td>
</tr>
<tr>
<td>1.12 Mbps</td>
<td>18.4</td>
</tr>
<tr>
<td>1.44 Mbps</td>
<td>17.0</td>
</tr>
<tr>
<td>1.12 Mbps</td>
<td>29.7</td>
</tr>
<tr>
<td>1.44 Mbps</td>
<td>29.0</td>
</tr>
</tbody>
</table>

For using the shifting operator, Table I shows that the computation of DCT(\(r_{13}^{-1}\))DR, DCT(\(r_{12}^{-1}\))DR, and DCT(\(r_{11}^{-1}\))DR requires 4 TMM operations, 2 TMM operations, and 1 TMM operation, respectively. Therefore, 9 TMM operations are needed to obtain DCT(\(r_{1}^{-1}\))DR. Besides, from (26), the chopping operators require 3 TMM operations to compute all DCT(\(\epsilon_{(k,0)}\))DR, DCT(\(\epsilon_{(k,1)}\))DR, and DCT(\(\epsilon_{(k,2)}\))DR. Putting all of these together, 12 TMM operations are required to compute each DCT(\(\epsilon_{(k,0)}\))DR for MCMB + RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\). On the other hand, for using the pixel-domain re-encoding technique in RPS, the major computation is from 2-D IDCT. Since IDCT is a separable transform, its 2-D version can be expressed in a matrix form X = \(C^T X C\), where X and \(X\) are the 8 x 8 matrices containing DCT coefficients and pixel values, respectively. \(C\) is the 8 x 8 transform kernel and \(C^T\) is the transpose of \(C\). Therefore, 4 TMM operations are required for each 16 x 16 MB. Consequently, the computational requirement of the proposed DCT-domain operators for manipulating one MB is equal to three (12/4) times as that of decoding one MB using the pixel-domain re-encoding technique, as summarized in Table IV.

By taking all these considerations, a detailed comparison of the computational savings with different RTD of the proposed techniques is given in Table V. All data in Table V are the average savings when an error occurs in all possible frames. We show that all RPS-DA, RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\), and MCMB + RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\) outperform the RPS scheme using the pixel-domain re-encoding technique in all sequences. For RPS-DA and RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\), Table V shows that the results are more significant for “Mother and Daughter” and “Salesman” sequences. It is due to the reason that these sequences contain more non-MC MBs, in which the technique of DA or \(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\) can be performed more efficiently. For sequences containing high motion activities such as “Football,” “Calendar,” “Table Tennis,” “Foreman,” and “Carphone,” the savings of RPS-DA and RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\) diminish. To further reduce the number of MBs to be decoded, the proposed DCT-domain operators can work with RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\) for MC MBs. Table V also shows that MCMB + RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\) produces further savings, about 10%–35%, as compared with that of RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\). This can be explained by the benefits of the DCT-domain operators which can manipulate the prediction errors as much as possible in the compressed form. Besides, the region tracking technique can further minimize the number of MBs to be decoded.

Table V also shows the effects of different RTD on the proposed techniques. From this table, it can be shown that both RPS-DA and RPS-\(\tilde{Q}_{L/2} + \tilde{Q}_{L/2}^1\) can retain the saving as
RTD increases. On the other hand, it is noted that the saving of MCMB + RPS-\(\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}\) drops as RTD increases. The reason behind is that the area of DR in the MC MB reduces for a longer RTD. Eventually, more MBs are required to undergo the pixel-domain process. However, significant amount of savings over the re-encoding technique can still be found when RTD is equal to 3, as shown in Table V.

We also demonstrate the savings of the proposed techniques over the pixel-domain re-encoding technique in the “Foreman” sequence encoded at 1.12 Mbits/s when the length of GOP is varied, as shown in Fig. 12. For the pixel-domain technique, if the GOP length is long, more MBs need to be decoded, which induces a significant increase of transcoding complexity. Fig. 12 shows that both of RPS-DA, RPS-\(\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}\), and MCMB + RPS-\(\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}\) can provide more savings for long GOP length.

A detailed comparison of the average PSNR among different techniques for the succeeding frame right after the corrupted frame are tabulated in Table VI. It is found that the PSNR performance of the proposed RPS-DA is better than that of the re-encoding technique when the RTD corresponds to the duration of encoding time for one frame. When RTD is greater than 1, the average PSNR performance of RPS-DA drops, or it is even worse than the re-encoding technique in some sequences such as “Calendar,” “Football,” and “Table Tennis.” This is because the problem of the non-linear property of inverse quantization in RPS-DA becomes more significant for a longer RTD. This problem can be resolved using RPS-\(\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}\) and MCMB + RPS-\(\hat{Q}_{L/2} + \hat{Q}_{L/2}^{-1}\) can provide more savings for long GOP length.

**TABLE VI
AVERAGE PSNR PERFORMANCES OF THE SUCCEEDING FRAMES AFTER THE CORRUPTED FRAME USING DIFFERENT TECHNIQUES IN RPS. ΔPSNR REPRESENTS A PSNR GAIN OVER THE RE-ENCODING TECHNIQUE (Unit: dB)**

<table>
<thead>
<tr>
<th>Sequences</th>
<th>Bitrate (bits/s)</th>
<th>Re-encoding technique</th>
<th>RPS-DA (ΔPSNR)</th>
<th>RPS-(\hat{Q}<em>{L/2} + \hat{Q}</em>{L/2}^{-1}) (ΔPSNR)</th>
<th>MCMB + RPS-(\hat{Q}<em>{L/2} + \hat{Q}</em>{L/2}^{-1}) (ΔPSNR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RTD=1</td>
<td>RTD=2</td>
<td>RTD=3</td>
<td>RTD=1</td>
</tr>
<tr>
<td>Mother &amp; daughter</td>
<td>537k</td>
<td>44.65</td>
<td>44.61</td>
<td>44.68</td>
<td>44.80 (+0.15)</td>
</tr>
<tr>
<td>salesman</td>
<td>112k</td>
<td>40.27</td>
<td>40.27</td>
<td>40.30</td>
<td>40.30 (+0.03)</td>
</tr>
<tr>
<td>football</td>
<td>1.14M</td>
<td>42.84</td>
<td>42.79</td>
<td>42.68</td>
<td>42.98 (+0.14)</td>
</tr>
<tr>
<td>football</td>
<td>256k</td>
<td>37.20</td>
<td>37.11</td>
<td>37.13</td>
<td>37.27 (+0.07)</td>
</tr>
<tr>
<td>football</td>
<td>2.25M</td>
<td>41.67</td>
<td>41.62</td>
<td>41.48</td>
<td>41.89 (+0.22)</td>
</tr>
<tr>
<td>football</td>
<td>898k</td>
<td>34.40</td>
<td>34.30</td>
<td>34.24</td>
<td>34.54 (+0.14)</td>
</tr>
<tr>
<td>calendar</td>
<td>1.64M</td>
<td>41.49</td>
<td>41.46</td>
<td>41.42</td>
<td>41.72 (+0.23)</td>
</tr>
<tr>
<td>calendar</td>
<td>828k</td>
<td>34.00</td>
<td>33.89</td>
<td>33.86</td>
<td>34.18 (+0.18)</td>
</tr>
<tr>
<td>table tennis</td>
<td>1.44M</td>
<td>42.01</td>
<td>41.78</td>
<td>41.69</td>
<td>42.68 (+0.67)</td>
</tr>
<tr>
<td>table tennis</td>
<td>504k</td>
<td>34.80</td>
<td>34.62</td>
<td>34.60</td>
<td>35.02 (+0.22)</td>
</tr>
<tr>
<td>foeman</td>
<td>1.12M</td>
<td>41.93</td>
<td>41.84</td>
<td>41.83</td>
<td>42.63 (+0.70)</td>
</tr>
<tr>
<td>foeman</td>
<td>354k</td>
<td>36.66</td>
<td>36.49</td>
<td>36.50</td>
<td>36.89 (+0.23)</td>
</tr>
<tr>
<td>carphone</td>
<td>457k</td>
<td>43.17</td>
<td>42.44</td>
<td>42.26</td>
<td>43.88 (+0.71)</td>
</tr>
<tr>
<td>carphone</td>
<td>102k</td>
<td>37.28</td>
<td>36.92</td>
<td>36.55</td>
<td>37.79 (+0.51)</td>
</tr>
</tbody>
</table>

![Fig. 13. PSNR performances of various techniques in the “Foreman” sequence encoded at 1.12 Mbits/s when frame 2 is corrupted and RTD corresponds to the duration of encoding time for 3 frames.](image-url)
further demonstrates the effect of the proposed techniques when applying RPS to error-resilient transcoding.

VI. CONCLUSION

In this paper, we have addressed some issues on implementing error-resilient transcoding using the RPS. We have shown that a straightforward approach might result in much higher complexity of the transcoder and introduce re-encoding errors; these are not desirable. A new idea for the compressed-domain techniques applied to RPS, which can be adopted in an MPEG-4 encoded bitstream, has been proposed in this paper. The proposed techniques classify the MBs of the requested frame into two categories—non-MC MBs and MC MBs. Then it selects the necessary MBs adaptively, processes them in the compressed domain and sends the processed MBs to the decoder. For non-MC MBs, two techniques have been suggested. The first one is DA of quantized DCT coefficients to deactivate most of the complex modules of adopting RPS during transcoding. To avoid the non-linear problem of the DA technique, a modified quantizer-dequantizer pair for non-MC MBs has been proposed to maintain the reconstructed quality of the transcoded sequence. Besides, we have designed two DCT-domain operators for shifting and chopping the DCT coefficients of the encoded bitstream in order to compute the DCT coefficients of the target block in MC MBs. Through the matrix manipulation, the shifting operator can obtain some related DCT coefficients from the coefficients of its four overlapping DCT blocks in the encoded bitstream while the chopping operator can extract a part of DCT coefficients from the existing block. Both operators are carried out in the DCT domain. With the help of FDVS, these operators can be operated as much as possible in the DCT form in order to keep the benefits of the DCT-domain manipulation. Although the DCT-domain operators can reduce the required computations for MC MBs in the transcoder, some regions are still operated in the spatial domain. To minimize the use of the spatial-domain re-encoding technique, a region tracking technique has been employed to trace only the essential MBs during the re-encoding process. It can ensure that only the necessary MBs related to regions, that cannot be manipulated by the DCT-domain operators, are decoded. Experimental results show that the proposed techniques can reduce transcoder complexity significantly as well as preserving the video quality. Note that our proposed techniques only require a little increase in memory usage as compared with the pixel-domain re-encoding technique. For the pixel-domain technique, one picture memory for holding the new reference frame is needed during error-resilient transcoding using RPS. Although our proposed techniques do not need to store all pixel values of the new reference frame due to the benefit of using the compressed-domain manipulation, the memory for the new reference frame is still allocated for the sake of easy implementation. Besides, extra 29 $8 \times 8$ matrices for shifting and cropping operations are necessary to be pre-computed and stored in memory. The total memory size of these pre-computed matrices is insignificant for practical implementation. It is thus believed that the results of the present work will certainly be useful for implementing the RPS in a practical error-resilient transcoding system.
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