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Abstract—In this paper, we propose an unsupervised learning-based multi-frame video super-resolution (SR) approach via decision trees model (DTSRV). This novel approach utilizes the temporal redundancy and coherence in consecutive video frames. Motion estimation is applied between consecutive frames to form concatenated motion compensated patches. The low resolution (LR) - high resolution (HR) pairs are then formed to be the training input of the decision trees. After the classification process with decision trees, a linear regression model is learnt to map the relationship between the concatenated LR patches and the HR patches. Results of our experiments show that the approach outperforms state-of-the-art model-based algorithms with an average of 0.97 dB PSNR increase and a much faster speed. It also achieves a 1.4 dB better results for large video sizes than the frame-by-frame image SR using decision trees learning techniques. This is the first time reporting large video sizes than the frame-by-frame image SR using decision trees model (DTSRV). This novel approach utilizes the temporal redundancy and coherence in consecutive frames to form concatenated motion compensated patches. The low resolution (LR) - high resolution (HR) pairs are then formed to be the training input of the decision trees. After the classification process with decision trees, a linear regression model is learnt to map the relationship between LR and HR patches. Through motion estimation, the LR frames are super-resolved with the obtained HR information. This is an offline process to make the model foundation for other model-based SR methods in handling optical flow field and the blur kernel. This method is the one HR frame from a series of LR frames, by using the temporal coherence to improve the reconstructed results. Multi-frame SR methods can be classified into two categories, the model-based approaches and example-based approaches. The context of video super-resolution was initiated years ago [1] and multi-frame SR schemes focus on reconstructing one HR frame from a series of LR frames, by using an iterative de-convolution framework with regulations to solve this ill-posed problem. State-of-the-art Bayesian [2] approach introduces sparsity priors and smoothness priors on derivative filter responses to simultaneously model the priors of image, optical flow field and the blur kernel. This method is the foundation for other model-based SR methods in handling complex motions and larger blurs [3,4]. However, these model-based methods are limited by their high computational complexities and their local registrations may not be reliable especially for large frame sizes. Besides, they generally apply over thirty consecutive frames for achieving a good SR result, which is incapable for real-time applications.

For learning-based methods, external examples are used for learning the mapping functions from LR patches to HR patches. Though machine learning has shown a great success on SR, very few works are targeted at video contents. Recently, a few video SR based on learning techniques appeared, such as bi-level dictionary [5] and CNN [6]. All of them focus on 4K size of videos, but the methods also have high computational complexity and need rather long training time. Using Decision Trees for image Super-Resolution (DTSR) [7,8] has also shown promising results in real-time image SR applications. In this paper, we extend this scheme to video content and propose a learning-based effective Decision Tree Super-Resolution approach for Video (DTSRV). We apply a linear regression model to map the relationship between the LR and HR patches. Through motion estimation, extra information from neighbor frames is concatenated with the current patch for joint training and estimation. Decision trees model shows its effectiveness in simultaneous classification and regression. The proposed scheme can achieve a good PSNR results with only two neighbor frames. Therefore it is promising for real-time applications.

I. INTRODUCTION

The goal of super-resolution (SR) is to obtain better the high-resolution (HR) parts from low-resolution (LR) observations of an image/video. For the general model, the observed low-resolution image/patch $Y$ is assumed to be obtained through applying a down-sampling kernel $D$ and a blurring kernel $B$ to the original high-resolution image/patch $X$. And additional Gaussian noise $n$ is also included in the process.

$$Y = DBX + n \quad (1)$$

The context of video super-resolution was initiated years ago [1] and multi-frame SR schemes focus on reconstructing one HR frame from a series of LR frames, by using the temporal coherence to improve the reconstructed results. Multi-frame SR methods can be classified into two categories, the model-based approaches and example-based approaches. Most of current model-based methods [2,3,4] apply an iterative de-convolution framework with regulations to solve this ill-posed problem. State-of-the-art Bayesian [2] approach introduces sparsity priors and smoothness priors on derivative filter responses to simultaneously model the priors of image, optical flow field and the blur kernel. This method is the foundation for other model-based SR methods in handling complex motions and larger blurs [3,4]. However, these model-based methods are limited by their high computational complexities and their local registrations may not be reliable especially for large frame sizes. Besides, they generally apply over thirty consecutive frames for achieving a good SR result, which is incapable for real-time applications.

For learning-based methods, external examples are used for learning the mapping functions from LR patches to HR patches. Though machine learning has shown a great success on SR, very few works are targeted at video contents. Recently, a few video SR based on learning techniques appeared, such as bi-level dictionary [5] and CNN [6]. All of them focus on 4K size of videos, but the methods also have high computational complexity and need rather long training time. Using Decision Trees for image Super-Resolution (DTSR) [7,8] has also shown promising results in real-time image SR applications. In this paper, we extend this scheme to video content and propose a learning-based effective Decision Tree Super-Resolution approach for Video (DTSRV). We apply a linear regression model to map the relationship between the LR and HR patches. Through motion estimation, extra information from neighbor frames is concatenated with the current patch for joint training and estimation. Decision trees model shows its effectiveness in simultaneous classification and regression. The proposed scheme can achieve a good PSNR results with only two neighbor frames. Therefore it is promising for real-time applications.

II. METHODOLOGY

The DTSRV scheme contains two processes: training and up-sampling. During the training process, a dictionary is learnt for each decision tree to map the relationship between LR and HR information. This is an offline process to make the model suitable for real-time application. For the up-sampling process, the LR frames are super-resolved with the obtained dictionary for online testing.

A. Decision Trees Training for Video Content

The consecutive $T$ video HR frames $\{Y^1, Y^2, ..., Y^T\}$ are down-sampled by Bicubic interpolation to obtain the initial LR frames $\{X_0^1, X_0^2, ..., X_0^T\}$. Then these initial frames are up-sampled by Bicubic filter to get the LR frames $\{Y_0^1, Y_0^2, ..., Y_0^T\}$ denoted in this paper.

We assume that if the video has no sudden scene change, the additional details could be found in the similar patches in neighbor frames. The patches in the neighboring frames which have a slight displacement to the patch in the current frame are considered to have a high probability containing the losing pixels in LR frames. Therefore the training data is in the form of LR0-HR patch pairs, which could be formed as follow:

$$P = \{(I^t_i, H^t_i), t = 1...N\} \quad (2)$$
Note that N is the total number of data for training and n is the number of data points entering into a node. LRn contains concatenated patches $L_i \in \mathbb{R}^d$ formed by LR patch $L_i$ sampled in frame $Y_i$ (i.e. frame $t$) and a similar patch $L_i*$ searched in the neighbor frame $Y_{i-1}$ or $Y_{i+1}$. The HR patch $H_i \in \mathbb{R}^d$ is an image patch extracted from the HR video frame $Y_i$.

The size of any sampled image patch is $\sqrt{d \times \sqrt{d}}$.

To form the concatenated $L_i*$ data, pixel-based motion estimation is applied to get similar patches in neighbor frames. Both the full search algorithm of window size 10 and diamond search fast algorithm are implemented for comparison. The similarity between patches is assessed based on the sum of absolute intensity differences ($SAD$) and we apply both an upper and lower threshold to select the similar ones.

During the motion estimation process, the x-y position displacement of the patch $L_i$ in current frame and a similar one $L_i*$ in the neighbor frame is denoted as motion vector ($MV$). Depending on the parity of this motion vector and SADs, the total input LR-VR pairs are classified into four groups and a decision tree is constructed in each group. If the $MV$ ($x,y$) is (odd, even), the patch pair will enter Tree 2’s database. Similarly for the (even, odd) and (odd, odd) cases, the pair will enter Tree 3’s and Tree 4’s database respectively. For the patch pair with (even, even) $MVs$ or if no similar patch within the acceptable $SAD$ range is found after motion estimation, the current data point is classified into Tree 1’s database. So in Tree 1’s database, the data point only contains the HR patch and current LR patch without concatenating the image patch from neighbors.

Decision tree [7,8] is used to classify the input training data into a number of classes with similar data points.

There are two kinds of nodes: the non-leaf nodes evaluate the LR data points according to the binary test and pass this LR patch to its left or right child node until a leaf node is reached. And each leaf node contains a regression model to represent the relationship between the arriving input concatenated LR data points and the corresponding HR patches. Because of the small patch sizes, we can assume the mapping function $C$ between the HR data points $H$ and the concatenated patch $L$ is linear. Hence for the current node with $n$ incoming patches, its estimated regression model is obtained as

$$\arg\min ||H - CL||_2^2$$  \hspace{1cm} (3)

then the closed form solution becomes

$$C = HH^T(LL^*)^{-1}$$  \hspace{1cm} (4)

where $C \in \mathbb{R}^d \times \mathbb{R}^d$, $H \in \mathbb{R}^d \times \mathbb{R}^*$, $L \in \mathbb{R}^d \times \mathbb{R}^n$.

Assume that there are $n$ training data points at node $k$ and define the data set $S_i = \{ P_i \mid i = 1, 2, \ldots n \}$. A binary split function $h(L_i, \theta)$ is performed to classify the input data to its left and right child nodes.

$$h(L_i, \theta) = \begin{cases} 0, & \text{if } L_i^* (p) < L_i^* (q) + \tau \\ 1, & \text{otherwise} \end{cases}$$  \hspace{1cm} (5)

where each binary test $\theta$ has three parameters $\theta = [p, q, \tau]$, where $p$, $q$ are randomly generated for comparing the pixel intensity values within the image LR patch and $\tau$ is the randomly selected threshold value. The output result 0 means the data would be passed to the left child node and output result 1 means the data would go to the right child node.

To get the optimized binary test, the error for each possible binary test is calculated as follow: with the obtained linear regression model learnt by the least-square minimization problem in (3), the estimated HR patch sets $H^0$ for the current node is

$$H^0 = CL$$  \hspace{1cm} (6)

With the obtained estimated HR patch sets $H^0$ and the original HR patch sets $H$ in node $k$, the mean square error $E(S)$ is then

$$E(S_k) = \frac{1}{|S_k|} ||H^0 - H||_2^2$$  \hspace{1cm} (7)

Then after each possible binary splitting, the errors in the left child $S^l_k$, right child $S^r_k$ are

$$E(S^l_k) = \frac{1}{|S^l_k|} ||H^0 - H||_2^2$$  \hspace{1cm} (8)

For an effective splitting, the total error in the left and right child node should be smaller than the error in the parent node. Or, the error reduction $R(S, \theta)$ after the split $h(L_i^*, \theta)$ should be at least greater than zero.

$$R(S_k, \theta) = E(S_k) - \sum_{i \in \{ \text{Left, Right} \}} \frac{|S^i_k|}{|S_k|} E(S^i_k)$$  \hspace{1cm} (9)

The split $\theta^*$ with the most error reduction is then chosen

$$\theta^* = \arg\max R(S, \theta)$$  \hspace{1cm} (10)

We also adopt the use of a splitting constraint parameter $\lambda$ to control the difference between amount of data of left and right child node as stated in our previous work [7]

$$\max(|S^L_k|, |S^R_k|) \times \lambda \leq \min(|S^L_k|, |S^R_k|)$$  \hspace{1cm} (11)

For the stopping criterion to reach the leaf nodes, a node will stop splitting and become the leaf node in the following conditions: The tree has already reached the pre-defined maximum tree depth ($D \geq D_{\text{max}}$), no further error reduction could be reached ($\arg\max R(S, \theta) \leq 0$) or the number of training data in the current node is too few ($n \leq n_{\text{min}}$), where $n_{\text{min}}$ is the minimum number of data at leaf nodes.

B. Video Super-resolution with Decision Trees

For the up-sampling step, the input video frames ($t{-}1$, $t{-}t{-}1$) are first up-sampled by the Bicubic interpolation to the desired size and edge patches are extracted. Motion estimation is then performed and a concatenated patch is then formed and the corresponding tree is selected.

The binary test parameter in each non-leaf node and the regression model in each leaf node are then retrieved from
files after training. Based on the binary tests, each multi-frame concatenated patch will be recursively classified into the left or right child node until a leaf node is reached.

Therefore, with the regression model $C$, the estimated HR patch $H^E_i$ for the input concatenated patch $L_i$, $L_i \in \mathbb{R}^{2d}$ is obtained using the linear regression:

$$H^E_i = CL_i$$

(12)

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Settings

For the proposed DTSRV scheme, all video frames were converted into YCbCr color space and only Y channel is used either for training or testing. The parameters in experiments were set as follows. The patch size $d$ was 5×5. The number of randomly generated binary tests was set to 800. In each set of the binary tests, 50 random selections were used to choose the best threshold value $\tau$. The minimum number of training data for further splitting was 800. The maximum depth of the tree was 13. The regularization parameter on splitting $\lambda$ was selected to be 0.75 experimentally. The SAD range to select similar patches in a neighbor frame was $25 < \text{SAD} < 150$. Around 10,000,000 patch-pairs were stored for training in each tree. After the completion of the training step, about 3000 nodes were stored for each of the four trees.

Our proposed method DTSRV and DTSR have been implemented in C++, the Bayesian [2] method was implemented in MATLAB with code provided [5]. We used the binary executable code provided by Shan et al. [9] and the available commercial software Video Enhancer [10] for comparison. All the experiments were conducted in PC with an Intel Core with i7-4790 CPU and 16GB memory.

B. Dataset

The training dataset contains 900 frames (with 100 current frames each with its four neighbors) of 10 videos of size 1080p (1920×1080) videos with different scenes. And in the testing phase, 6 videos of different resolutions (1080p, 720p, 480p and 704×576, 720×576), each with 7 consecutive frames are super-resolved by each method. All these selected videos are generally used for comparison with approaches in the literature.

Fig. 1 Sample frames from the test videos

C. Comparison with State-of-the-art Methods

We only evaluated the super-resolution results with a factor of 2 and PSNR, SSIM, execution time are used for comparison. The proposed DTSRV scheme is compared with the following methods: Bicubic interpolation method, fast image/video up-sampling method proposed by Shan et al. [9], the Video Enhancer [10] and the Bayesian [2] approach (implemented with two reference frames for fair comparison). Frame-by-frame DTSR method is also included for comparison. Each sequence was tested with its 7 consecutive frames and the PSNR results are calculated on average.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>PSNR</td>
<td>TIME</td>
<td>PSNR</td>
<td>TIME</td>
<td>PSNR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>29.2</td>
<td>0.06</td>
<td>29.3</td>
<td>118.4</td>
<td>30.2</td>
</tr>
<tr>
<td>Walk</td>
<td>30.8</td>
<td>0.04</td>
<td>29.1</td>
<td>72.0</td>
<td>31.6</td>
</tr>
<tr>
<td>Calendar</td>
<td>22.4</td>
<td>0.04</td>
<td>21.5</td>
<td>158.9</td>
<td>23.0</td>
</tr>
<tr>
<td>Temple</td>
<td>32.9</td>
<td>0.13</td>
<td>30.9</td>
<td>109.7</td>
<td>21.0</td>
</tr>
<tr>
<td>Penguin</td>
<td>40.7</td>
<td>0.16</td>
<td>36.8</td>
<td>109.0</td>
<td>35.4</td>
</tr>
<tr>
<td>Duck</td>
<td>31.5</td>
<td>0.19</td>
<td>30.3</td>
<td>410.5</td>
<td>30.9</td>
</tr>
<tr>
<td>Average</td>
<td>31.3</td>
<td>0.1</td>
<td>29.7</td>
<td>163.1</td>
<td>28.7</td>
</tr>
</tbody>
</table>

Table I. PSNR(dB) and SSIM Comparisons
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Table II. PSNR(dB) and computation time(s) comparisons
However, as it is also addressed in other papers [5,6], the Bayesian [2] method shows results comparable to Video Enhancer [10] and even worse results for larger video sizes. And its reconstruction results for the video Temple and Penguin are much worse in our experiment. The PSNR and SSIM results on the six test videos. For the smaller sizes videos (City, Walk, Calendar), our proposed method achieves a 0.43 dB PSNR increase over the Bayesian [2] approach, a 2.06 dB increase on average with Shan et al. [9] approach and a 0.6 dB increase compared with the DTSR method. For larger sizes of videos (Temple, Penguin, Duck), the proposed method is better than Video Enhancer [10] with a 0.97 dB PSNR improvement and a 1.4 dB better than the frame-by-frame DTSR. Table II compares the proposed method DTSRV, DTSR, Bicubic, Bayesian, Upsampler with respect to the processing time of the six videos. Our proposed method was tested with full-search motion estimation method and the diamond-search fast motion estimation method. The commercial software Video Enhancer [10] is not implemented in C++ or MATLAB, so it is not included in the comparison. Besides, as it is claimed in [8], we assume C++ implementation is 10 times faster than the MATLAB implementation. The results demonstrate (see Fig.3) that our proposed method requires comparable computational time with the Shan et al. [9] approach but obtains 3.18 dB increase in PSNR on average. And the approach is much faster than the Bayesian [2] for more than 20 times with fast motion estimation method and with an average 0.43 dB PSNR increment for the three small size videos. From the subjective comparison in Figure 2, it can as well see that our approach generates sharper edges.

![Subjective comparison of sequence Temple between our proposed DTSRV method and Bicubic, Shan et al. [9], Video Enhancer [10], and DTSR [7]](image)

**D. Analysis and Comparison with state-of-the-art SR**

The preliminary results stated in this paper shows positive outcomes for using decision trees structure for video SR. And our current scheme of incorporating information from only two neighbor frames \((t-1, t+1)\) can already recover more high frequency details, preserve sharper edges, and shows good properties for handling larger video sizes.

We have not directly compared two recent methods: the bi-level dictionary [5] and CNN approach [6] for video SR, since these two papers focus mainly on 4K video sizes, whilst we have worked on videos with smaller sizes and their methods are not focusing on real-time application. The CNN approach in [6] claims to have an average of 2.9 dB increase compared with Bicubic methods for up-sampling by a factor of two on smaller video sizes. Their results were obtained by using 4K videos for training with a comprehensive 3-layer CNN structure. And now we can achieve a 1.5 dB increase for similar video sizes, with training using only 1080p size videos and only one layer random trees (RT) structures. The indirect time and PSNR comparisons are shown in Figure 3. Results show that the decision tree structure is able to perform much faster than the model-based approach [2] and CNN approach [6].

From our previous experience [8], for deeper layers of RT training, it can easily lead to at least 0.8 dB further PSNR increase. Hence with this technique and appropriate training for each size of videos, our results should be comparable or even better than the CNN approach [6]. Preliminary results by using the multi-layer structure are shown in Table III: DTSRV_layer2, DTSRV_layer3 denote the model with hierarchical trees of two and three layers respectively. In our future work, we will also modify the scheme for 4K videos’ super-resolution and enforce more layers and frames stating from this one-layer framework.

<table>
<thead>
<tr>
<th>Video Size</th>
<th>Sequence</th>
<th>DTSRV</th>
<th>DTSRV_layer2</th>
<th>DTSRV_layer3</th>
</tr>
</thead>
<tbody>
<tr>
<td>704x576</td>
<td>City</td>
<td>30.47</td>
<td>30.77</td>
<td>30.89</td>
</tr>
<tr>
<td>720x480</td>
<td>Walk</td>
<td>32.63</td>
<td>32.95</td>
<td>33.13</td>
</tr>
<tr>
<td>720x576</td>
<td>Calendar</td>
<td>23.39</td>
<td>23.61</td>
<td>23.73</td>
</tr>
<tr>
<td>1200x800</td>
<td>Temple</td>
<td>35.10</td>
<td>35.48</td>
<td>35.70</td>
</tr>
<tr>
<td>1200x800</td>
<td>Penguin</td>
<td>43.23</td>
<td>43.37</td>
<td>43.31</td>
</tr>
<tr>
<td>1920x1080</td>
<td>Duck</td>
<td>32.32</td>
<td>32.58</td>
<td>32.70</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td>32.86</td>
<td>33.13</td>
<td>33.24</td>
</tr>
</tbody>
</table>

**Table III.** PSNR(dB) comparison of DTSRV, DTSRV_layer2 and DTSRV_layer3

The above results show that the hierarchical training could have a 0.26 dB improvement for two layers and 0.37 dB increase for three layers.

![Super-Resolution methods comparison between computation time and PSNR](image)

Note that in Fig. 3, the best results are the approaches at the left upper corner. It is seen that our approach (DTSRV) is the
best compromised method in terms of realization time and quality, even though VSRnet [6] still appears to have the best quality. With the above techniques added, together with residual learning, etc. the present approach should have a quality comparable or even better than that from the current CNN, with a slight increase in realization time.

IV. CONCLUSION

In this paper we have presented an innovative video SR framework based on decision trees for classification and regression. Fast motion estimation techniques are used to recover extra information obtained in two neighbor frames. Our early experimental results have shown its effectiveness in possible real-time applications and its promising future. By just incorporating the edge details from two adjacent frames, the method have already achieved a higher PSNR of more than 0.9 dB for large videos than state-of-the-art classical model-based video SR methods and at the same time performs at a much faster speed compared with all approaches with high quality super-resolution. And more importantly, it also shows a 1.4 dB increase as compared to the state-of-the-art image SR learning techniques, which demonstrates the feasibility of this new model and its prospective future development. Since the scheme has rather small computational costs, it is suitable for real life video super-resolution. For future work, multi-stage structures could be exploited for deep learning and more frames could be included to enhance the results.
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