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Abstract—We observe that tunable wavelength converters (TWCs) that are traditionally installed in wavelength-routed (WR) networks for wavelength contention resolution can be further utilized to provide fast data switching between lightpaths. This allows us to route a data unit through a sequence of lightpaths from source to destination if a direct single lightpath connection is not available or if we want to minimize the overhead of setting up new lightpaths. Since TWCs have a tuning time of picoseconds, it may be possible to use the installed TWCs as lightpath data interchanges (LPIs) to improve the performance of WR networks without significant optical hardware upgrade. Compared with the multihop electronic grooming approach of lightpath networks, the LPI approach has a simpler WR node architecture, does not need expensive high-speed electrical multiplexers/routers, and does not sacrifice the bit-rate/format transparency of data between the source and destination. Our simulation results show that WR networks with LPIs can have much lower blocking probability than WR networks without LPIs if the traffic duration is short. We show that LPIs can also be used to provide new data transportation services such as optical time division multiplexing access (OTDMA) time-slotted service in WR networks.

Index Terms—Wavelength-routed networks; Tunable wavelength converters; Wavelength division multiplexing; Optical time division multiplexing.

I. INTRODUCTION

Optical networks have become an indispensible infrastructure to satisfy the growing traffic demand. Hundreds of high-speed wavelength channels can be used for data transmission in a single optical fiber using wavelength division multiplexing (WDM) technology. Although WDM technology can effectively utilize the 25,000 GHz bandwidth of optical fibers, the electronics inside the network nodes are becoming the bottleneck of data transmission [1,2]. Consequently, lightpaths in wavelength-routed (WR) networks have been proposed to provide all-optical transmission between the source and destination nodes [3,4]. A lightpath reserves a wavelength channel at each optical fiber link on the path before communication between the source and destination nodes can begin. No optical-to-electrical-to-optical (OEO) conversion and no processing of the data are required at any intermediate node during the transmissions. This simplifies WR nodes and eliminates the need for expensive high-speed electrical routers. Since the bit-rate/format transparency of data is guaranteed, many services such as IP over WDM [5], video on demand [6], and multicasting [7] have been proposed on WR network platforms.

WR networks using lightpaths can provide large transmission bandwidth in a comparatively economical way, but a lightpath by nature is not designed for supporting data traffic with bursty characteristics [8,9]. Owing to the end-to-end acknowledgment delay and the millisecond reconfiguration time of optical switches in intermediate nodes, the setup/teardown requirement makes lightpaths suitable only for data traffic of long duration. Since bursty traffic can have a duration much shorter than the lightpath setup time, the utilization of transmission bandwidth will be low if only the lightpath approach is used for data transmission in WR networks. Consequently, a sequence of lightpaths instead of a single lightpath is proposed to connect a node pair [10,11]. Such approaches permit us to electrically add/drop traffic at the nodes connecting the lightpaths. Traffic to the same destination can be electrically multiplexed (groomed) into the lightpath at such intermediate nodes. This increases the lightpath transmission bandwidth utilization and reduces the required number of lightpaths in the networks. The disadvantages of such approaches are more complicated WR nodes, additional expensive high-speed electrical multiplexers/routers, and sacrificing the bit-rate/format transparency of data between the sources and destinations.
Sophisticated optical data transportation schemes such as optical packet switching (OPS) [1,2,12,13] and optical burst switching (OBS) [14–17] have been proposed to handle bursty traffic, but most of them are still in the research stage. Some of the proposed schemes, including OPS, require technologies such as all-optical packet buffering that will not be available soon [1,2]. Other schemes such as OBS can implement its basic model using present technology, but the implementation of a high-performance model also requires technologies similar to that of OPS. On the other hand, most of the required technologies for WR networks are already available [18–20]. WR networks are likely to be the dominant optical network infrastructure in the near future. To protect the huge investment in infrastructure, we need new optical data transportation schemes that can reuse the WR networks to provide fast data switching services.

At first glance, additional fast optical switching devices are required in WR networks to support fast data switching applications because slow optical switches with millisecond reconfiguration time are usually used in WR nodes for the setup/teardown of lightpaths [21–23]. However, optical switches are not the only devices used for data exchange in WR networks. To resolve wavelength contentions between lightpaths when they are set up, tunable wavelength converters (TWCs) have been used in WR networks to convert the wavelength of a data transmission link by link along the lightpath [4]. We observe that once a lightpath is set up, in normal lightpath applications, the TWCs associated with the lightpath will not be adjusted until the lightpath is taken down. This is to prevent a data unit from being misrouted to a different lightpath and hence to the wrong destination. Evidently, we can forward data units from a source to different destinations without changing the optical switch settings or without electrically switching the data units at intermediate nodes if we can properly adjust the TWCs to change the data units from one lightpath to another after the lightpath setup. TWCs in WR networks can not only resolve wavelength contention but can also be further used as the interchange of data units between lightpaths, i.e., lightpath data interchange (LPI).

Applying LPI in WR networks requires us to accurately coordinate the data switching between wavelengths. It will first require a synchronization mechanism for the data switching, which is still challenging because of the technical difficulties posed by physical impairments from the fiber layer such as dispersion. In spite of this, the extensively studied time-slot-based optical networks can provide useful experience for implementing the synchronization between LPIs. As all-optical wavelength conversion technologies are available, TWCs can be bit-rate/format transparent of data and can have picosecond reconfiguration (tuning) time [24–26]. Using TWCs as LPIs can provide fast data switching/forwarding capability that is not available in the normal lightpath WR networks.

In this paper, we study the performance of using TWCs as LPI in WR networks when fast data switching is provided. In Section II, we will first review the node structure of WR networks and then describe the proposed WR networks with LPIs in detail. For WR networks without TWCs or with slow TWCs, external LPI devices will have to be introduced. Simulations show that WR networks with TWCs additionally supporting LPI function can have much better system performance than the normal WR networks if the traffic duration is short. In Section III, we show that the proposed LPI can also be used to provide new data transportation services such as optical time division multiplexing access (OTDMA) time-slotted service on WR networks. By using OTDMA, a wavelength channel can be further divided into time-slotted subchannels to improve the bandwidth utilization. Using LPIs, data in different time slots of the same wavelength channel can be routed to destinations on different lightpaths. Hence, the transmission bandwidth utilization is further improved. From simulation results, we show that WR networks with LPIs can have significant performance improvement over WR networks without LPIs if time-slotted subchannel services are provided. Section IV concludes the paper.

II. WR Networks With Lightpath Data Interchange

Figure 1, shows a WR node structure with TWCs installed at the inputs of the optical switch. The control circuits are omitted to simplify the illustration. In Fig. 1, there are $K$ 1-to-$W$ wavelength demultiplexers (DEMUXs), $KW$ TWCs, a $KW \times KW$ optical switch (SW), and $K$ $W$-to-1 optical combiners. If only lightpath applications are considered, wavelength multiplexers can be used to replace the optical combiners in Fig. 1. Wavelength multiplexers have the advantage of signal...
power loss being insensitive to the number of input ports [27]. However, most available wavelength multiplexers have strict wavelength-input requirements, e.g., an optical signal of wavelength $\lambda_1$ will not be transferred to the output if it is not sent through input 1 of the wavelength multiplexer. In contrast, an optical combiner transfers an optical signal from any one of its inputs to its output irrespective of the wavelength of the optical signal. LPI will take advantage of this feature of optical combiners. The signal power loss of most commercially available passive optical combiners grows with the number of inputs. However, low-signal-power-loss and even zero-loss passive optical combiners have been recently proposed [28, 29]. In this paper, we assume that active optical combiners integrated with the signal amplification function will be used if $W$ is large [30].

In Fig. 1, the optical signal of input fiber $I_j$ is demultiplexed into $W$ wavelengths $\lambda_1$ to $\lambda_W$ and sent to input $I_{j,1}$ to input $I_{j,W}$ of the optical switch SW. In general, the optical switch SW is internally nonblocking with a reconfiguration time of milliseconds or longer. An optical signal from any input $I_{j,k}$ can be connected to any free output $O_{x,j}$ of the switch SW. As the data will be corrupted if two optical signals with the same wavelength are sent to the same output optical fiber, the TWCs in Fig. 1 convert the optical signals into proper wavelengths to avoid wavelength contention before sending the signals into the optical fibers. Otherwise, a wavelength $\lambda_{x}$ optical signal at the SW input $I_{j,x}$ can only be sent to one of the $K$ outputs $O_{1,x}$ to $O_{K,x}$ even if SW is internally nonblocking. Apart from resolving the wavelength contentions between lightpaths, the TWCs in Fig. 1 also give us flexible wavelength channel assignment in lightpath communications. In WR networks, a lightpath is required to reserve a wavelength channel on each link of the path before communications can begin between two nodes. Figure 2 shows a four-node WR network with two wavelength channels ($\lambda_1$ and $\lambda_2$) per link, and four lightpaths $P_1$ to $P_4$ passing through the nodes. The lightpaths in Fig. 2 use the same wavelength channel in all links of their corresponding routes but this is not necessary if the WR nodes of Fig. 1 are used. With the TWCs installed in the WR nodes, we have the flexibility to use different wavelength channels in different links for a lightpath. Hence, WR networks with TWCs installed in the nodes often have much better call blocking performance. Optimizing the utilization of TWCs such as minimizing the number of required TWCs in a node and/or in the whole network has become an important research topic in WR networks [4].

The application of TWCs so far has not changed the principle of data communications with lightpaths in WR networks. To avoid OEO conversion and electrical processing at intermediate nodes, two nodes in WR networks still have to establish a lightpath between them for data communications. Data are transported along the established lightpath like a pipe from source to destination even though the lightpath may be composed of segments of different wavelength channels. Owing to the millisecond optical switch reconfiguration time and the large end-to-end signal acknowledgment propagation time, frequent setup and teardown of lightpaths should be avoided to reduce the overhead. However, a lightpath can also be severely underutilized if short duration traffic is carried in the lightpath. For example, we may need to set up $MN$ lightpaths between all source-destination pairs in Fig. 3 if the intertraffic time gaps inside all the lightpaths are shorter than the optical switch reconfiguration time, though the total traffic volume is much smaller than $MN$ erlangs. As traffic becomes bursty and the fiber transmission rate increases, WR networks relying on lightpath communications will not be able to handle the increasing short duration traffic.

A. Proposed Lightpath Data Interchange

In general, fast optical switching devices are required if we want to have high bandwidth utilization for short duration traffic. However, since the optical switches in WR nodes are installed for lightpath applications, their reconfiguration time is typically milliseconds or longer. Upgrading the slow optical switches with faster ones may not be feasible. Note that the optical switches in the WR nodes can have a thousand input/output ports [21]. At the moment, fast
optical switches are only available in small sizes such as $2 \times 2$ [22,23]. Even if the required large and fast optical switches become available, upgrading the switches in WR nodes will still be very costly. We observe that it is not necessary to modify the existing WR nodes to provide fast data switching services if the TWCs originally used to resolve wavelength contentions at lightpath setup can also be used for switching data between lightpaths.

A lightpath is defined by a sequence of fiber segments and the wavelength channels within each segment connecting the source and destination. The states of the TWCs on a lightpath are set to the appropriate values as required by the lightpath during lightpath setup and remain unchanged during data transmission [4]. Data are transported along the lightpath from source to destination passing through a series of TWCs and are converted to the predefined wavelengths at each of the TWCs. Thus if data following a particular lightpath are converted by a TWC on the lightpath to a wavelength different from that prescribed by the lightpath, then the data will drop off the lightpath. The misrouted data may be discarded or in the worst case be routed into another lightpath and interfere with the data transmitting on that lightpath. However, if the data collisions are avoided by coordinating the data transmissions in the lightpaths, data at a TWC on a particular lightpath can be switched to another lightpath by converting the data to the wavelength of the new lightpath instead of the original one. In other words, the TWCs in WR networks can also serve as data switches in the wavelength domain. Data communications will not need a direct lightpath connecting the source and destination as long as a sequence of lightpaths can be found connecting the node pairs. Thus, without additional fast optical switching devices, the TWCs in WR nodes can be used as LPIs to switch data between lightpaths as they travel to their destinations.

Figure 2 shows an example of a WR network with LPIs. There are four lightpaths passing the nodes of Fig. 2. We cannot set up new lightpaths from node 1 and node 2 to any output of node 4 because there is no free wavelength channel available in links (1–3) and (2–4). Using the normal lightpath approach, sending data from input 2 of node 1 to output 2 of node 3 (input 1 of node 2 to output 1 of node 4) is not possible unless one of the two lightpaths $P_1$ and $P_2$ ($P_3$ and $P_4$) is torn down. Using the LPI approach, however, data can enter lightpath $P_2$ ($P_3$) at input 2 of node 1 (input 1 of node 2), move to lightpath $P_1$ ($P_4$) at output 2 of node 1 (output 2 of node 2) by changing its wavelength to $\lambda_2$ ($\Lambda_1$), and finally depart at output 2 of node 3 (output 1 of node 4). Hence, no new lightpath setup is required. We have assumed that the spare transmission capacities of lightpath $P_1$ to lightpath $P_4$ are sufficient, and the traffic transmissions of different lightpaths are properly coordinated. Owing to its importance, coordination of traffic transmissions of different lightpaths will be discussed in more detail in Subsection II.C.

In the example of Fig. 3, the path between nodes $S_t$ and $D_t$ has three hops. The two nodes can be connected using the LPI approach with two two-hop lightpaths $P_t$ and $P_{M+1}$. The link between $H_1$ and $H_2$ is the intersection link of lightpaths $P_t$ and $P_{M+1}$. The examples of Figs. 2 and 3 illustrate how the LPI approach can be used to route data through a sequence of lightpaths from source to destination such that a direct lightpath connection is not necessary. The requirement of the valid sequence of $H$ lightpaths for LPI data routing is rather simple:

1. The first and the $H$th lightpaths on the sequence are connected to the source and destination nodes, respectively.
2. Adjacent lightpaths on the sequence must have one or more intersection links.
3. For $H=3$, the intersection links of the $j$th and $(j+1)$th lightpaths will be on the path downstream from the intersection links of the $(j−1)$th and $j$th lightpaths, where $j=2,3,\ldots,H−1$.

From the above lightpath sequence requirements, all lightpaths will have path lengths of at least two hops. The resultant routing path between source and destination using the LPI approach will have a path length of at least three hops.

One advantage of using LPI is to relax the requirement of lightpath setup/teardown by transmitting a data unit lightpath by lightpath. This advantage will become important if the traffic duration $T_d$ is short and comparable with the reconfiguration time of the optical switch $T_{sw}$ since TWCs can have tuning time $T_{tr}$ down to picoseconds [22,24,26]. Figure 4 shows the busy periods of the SW, TWC, and output link (O1) of the last intermediate WR node on a lightpath during a data transmission cycle. A source node in general has to confirm that all nodes on the path are ready before transmitting data, i.e., the two-way resource reservation of circuit switching. Time period $t_4$ to $t_5$ is therefore the round-trip time $T_{rt}$ between the

Fig. 4. (Color online) Busy periods of the SW, TWC, and output link (O1) of the last intermediate WR node on a lightpath during a data transmission cycle.
source and the WR node. As $T_{sw}$ is generally much smaller than $T_{sw}$ and TWC can start tuning before the completion of SW reconfiguration, $t_4$ can even be smaller than $t_3$ if SW and TWC are properly scheduled. Nevertheless, although the actual data transmission on $O_1$ is only from time $t_5$ to $t_6$, $O_1$ is unavailable to other lightpaths from time $t_1$ to $t_6$. Any new lightpath setup requiring $O_1$ will be blocked during this time period. The time period from $t_1$ to $t_5$ is a fixed overhead for all data transmissions and will become significant if the transmission duration $T_d$ is small. Note that $T_{sw}=1$ ms means 100 km distance between the source and the WR node. If the link distance between nodes is small, $T_{sw}$ will constitute the majority of the overhead. Transporting data on a sequence of established lightpaths will have much smaller overhead because no optical switch reconfiguration is required.

With LPIs, a WR network can choose to set up a smaller number of lightpaths although this is not the main purpose of using LPIs. For example, in Fig. 3, we only need to set up $M$ lightpaths from nodes $S_1$ to $H_2$ using the wavelength channels of $\lambda_i$, $i=1,\ldots,M$, and $N$ lightpaths from nodes $H_1$ to $D_1$ using the wavelength channels of $\lambda_{M+j}$, $j=1,\ldots,N$, if LPIs are used and the total traffic at each link does not exceed the capacity.

B. Different Implementations of WR Networks With LPIs

For wavelength contention resolution purposes, it makes no difference whether the TWCs are installed at the inputs or outputs of the WR nodes. For LPI applications, however, installing TWCs at the WR node inputs seems to have an advantage because the original 1-to-$W$ TWCs used for wavelength contention resolution can also serve as the required LPIs unless the tuning time is larger than the LPI requirement. If output TWCs are used, the TWCs will be W-to-1 type or OEO type fixed output WCs. In either case, we will need to replace the output TWCs with W-to-1 type TWCs or use an external LPI device.

Figure 5 shows an alternative implementation of LPI to WR networks by adding an external LPI device at the input port of a WR node. The wavelengths of the data are reassigned before the data are sent to the WR node. Hence, interchanging data between lightpaths will be independent of the architecture of the WR nodes. It is expected that the first WR networks are constructed from basic WR nodes that have no internal TWC. In some basic WR node implementation approaches such as broadcast-and-select [22], the individual wavelength signal may not even be accessible for wavelength conversion. Upgrading such basic WR nodes to have TWCs for wavelength contention resolution will be expensive and difficult. The external LPI device will be useful in such situations because the wavelength conflict can also be solved externally at the external LPI devices when the lightpaths are set up. No modification is required for the basic WR nodes [31].

Compared with a WR node with preinstalled TWCs, the combination of a basic WR node and external LPI devices put more limitations on lightpath setup. For example, we can reserve an idle node output wavelength channel $\lambda_x$ for a lightpath only if the $\lambda_x$ wavelength channel between the external LPI device and the node input is not occupied by other lightpaths. However, the use of external LPI devices maximizes the flexibility of the deployment of WR networks. Since the performance of the internal LPI will obviously be better than or equal to that of the external one, in this paper, all performance evaluation of WR networks with LPIs focus on combinations of basic WR nodes with external LPI devices.

Figure 1 does not show the local traffic add–drop ports of the WR node. One approach of adding the local ports to the WR node is to connect the local ports to the WR node through the optical switch SW. Using this method, however, we need to replace SW by a $2\times2$ optical switch. Another way is to install $2\times2$ drop switches at the inputs of the SW and $2\times1$ add switches at the outputs of the SW. With this approach, there is no need to use a larger optical switch for SW. Since fast optical switches are available in small sizes such as $1\times2$ and $2\times1$, we may further use fast add–drop switches to shorten the lightpath setup/teardown time. If external LPI devices are used, the $1\times2$ drop switches should be installed at the outputs of the DEMUX in Fig. 5 instead of at the inputs of the optical switch in a basic WR node. Otherwise, the recovered wavelength channel capacity from the locally dropped traffic will not be immediately available for other traffic passing through the external LPI device. The performance improvement with the fast traffic add–drop is more significant in WR networks with LPIs than WR networks without LPIs.
C. Coordination of Traffic Transmission of Different Lightpaths

The performance of LPIs highly depends on the availability of sequences of lightpaths that can be used to connect the source and destination. Ideally, we can dynamically suspend/resume all transmissions in existing lightpaths when a new transmission (call) happens. For example, in Fig. 3, we will need to temporarily suspend the transmission from $H_1$ to $D_N$ when $S_1$ is sending data to $D_N$ if $H_1$ is not a pure routing node. This approach of using LPI can maximize the benefit from LPI, but it requires new sophisticated control signaling and transmission scheduling schemes on top of the lightpaths. On the other hand, if we have no control over the transmission in existing lightpaths but can predict all idle periods of the lightpaths (assuming the transmission bandwidth of lightpaths is not fully utilized), another approach of using LPI is to schedule new transmissions in the idle periods. One example of such a network is realized by the application of OTDMA on WR networks. We will discuss it further in Section III.

Occasionally, we may not be able to know the transmission status of existing lightpaths. To take advantage of LPI, we should arrange temporary lightpaths (with no traffic transmission) in WR networks to reduce the need to set up new lightpaths for new calls. A simple way to do this is to maintain the optical switch configurations for a lightpath after the completion of the traffic transmission until there is a conflict with the lightpath requirement of a new call. To have better system performance, however, we need to predict future traffic fluctuation when maintaining such temporary lightpaths. Numerous traffic prediction techniques have been proposed for routing and resource scheduling [32,33]. The derivation of a proper scheme for temporary lightpath preparation will be straightforward if the appropriate traffic prediction technique has been identified.

D. Blocking Performance of WR Networks With LPIs

Figures 6–9 show the comparison between the blocking probabilities of WR networks with and without LPIs and with and without the fast traffic add-drop function. In the simulations, the traffic duration $T_d$ is chosen to be a negative exponential random variable with a mean of one time unit. The call arrival process is Poisson. When a call arrives at a source node, it chooses a node at random for its destination. The fixed shortest path is used in the simulations. There are 16 wavelength channels per fiber. The source-to-destination end-to-end propagation delay in Figs. 6–8 is assumed to be negligible, whereas that of Fig. 9 is not. When it is necessary to reconfigure the optical switches and the reconfiguration time $T_{sw}$ is not zero, communication can start only after the completion of all reconfigurations of the optical switches on the path even if all required wavelength channels on the links of the lightpath have been reserved. In normal WR networks (WR nodes with pre-installed TWCs for wavelength contention resolution purposes only), the call will be blocked if a direct lightpath connection cannot be set up. For WR networks with LPIs (basic WR nodes with external LPI devices as shown in Fig. 5), a call will be blocked only if the source and destination cannot be connected by either a direct lightpath or a sequence of lightpaths set up as described in Subsection II.A. In the simulation, the simple temporary lightpath arrangement in Subsection II.C is used. Figure 4 shows the detailed call blocking principle.

![Fig. 6. (Color online) Blocking probabilities of 16 wavelength channel WR networks with LPIs on networks with topologies of the 4 × 4 Manhattan Street network (MSN) [34] and NSFNet (Fig. 10).](image)

![Fig. 7. (Color online) Switch reconfiguration time—blocking performance of WR networks with LPIs on networks with the topology of the NSFNet (Fig. 10).](image)
In this paper, all simulations are run sufficiently long such that the 95% confidence intervals are less than 1% of the average values of the results. In Figs. 6–9, the crosses and pluses represent the blocking probabilities of normal WR networks with and without the fast traffic add–drop function, respectively. The squares and circles represent the blocking probabilities of WR networks with LPIs and with and without the fast traffic add–drop function, respectively.

Figure 6 shows the comparison results when the networks are used in normal lightpath applications (traffic duration $T_d$ is much longer than that of the optical switch reconfiguration time $T_{sw}$). Hence, $T_{sw}$ is set to zero in Fig. 6. The x axis of Fig. 6 is the per-node offered loading in erlangs. The upper group of curves corresponds to the blocking probabilities for a $4 \times 4$ Manhattan Street network (MSN) [34], whereas the lower group of curves is for the NSFNet topology (Fig. 10). From Fig. 6, we observe that WR networks with LPIs will not have performance improvement over WR networks without LPIs in normal lightpath applications if the fixed shortest path is used, regardless of the loading, network topology, and the fast traffic add–drop function. Obviously, using a sequence of lightpaths rather than a direct lightpath connection will not provide any benefit in a fixed path if the lightpath setup time (optical switch reconfiguration time) is not a critical factor. Since the overhead of traffic add–drop will be negligible if the traffic duration is long, the fast traffic add–drop function is also not useful in Fig. 6. We note that the performance of WR networks that also use their installed TWCs as LPIs is not different from that of WR networks that use the installed TWCs for wavelength contention resolution only. Figure 6 shows that WR networks using external LPI devices can have similar blocking performance even though basic WR nodes with external LPI devices in general have limitations in lightpath setup.

Figures 7 and 8 show the comparison when the traffic duration $T_d$ is not much longer than the optical switch reconfiguration time $T_{sw}$. Figure 7 shows the results of the NSFNet topology as shown in Fig. 10, and Fig. 8 shows that of the $4 \times 4$ MSN [34]. The x axis in Figs. 7 and 8 is the ratio of $T_{sw}/T_d$. The per-node loadings in Figs. 7 and 8 are set to 3.2 and 1.76 erlangs such that the networks have blocking probabilities of $5.6 \times 10^{-5}$ and $3.3 \times 10^{-4}$, respectively, if the switch reconfiguration time $T_{sw}$ is zero. From Figs. 7 and 8, we observe that WR networks with LPIs will have much better blocking performance than that of WR networks without LPIs if the traffic duration is short. For example, when $T_{sw}$ is equal to $T_d$, WR networks with LPIs but without the fast traffic add–drop function in Figs. 7 and 8 have blocking probabilities of
$2.5 \times 10^{-4}$ and $1.9 \times 10^{-3}$, respectively. The blocking probabilities are further reduced to $1.6 \times 10^{-4}$ and $1.1 \times 10^{-3}$, respectively, if the fast traffic add–drop function is used in WR networks with LPIs.

We observe that the freedom of setting up a sequence of lightpaths instead of only a single lightpath to connect the source to the destination can increase the reuse of existing internal connections in the optical switches of the nodes and reduces the requirement of switch reconfigurations. Hence, the blocking probability of WR networks with LPIs will increase much slower than that of WR networks without LPIs if $T_{sw}/T_d$ becomes large. With the fast traffic add–drop function, the traffic can be injected and removed from the system without passing through the optical switches of the source and destination. This further reduces the requirement of switch reconfiguration in WR networks with LPIs. In WR networks without LPIs, the direct lightpath connection requirement causes a large number of switch reconfigurations. We can only find insignificant performance improvement in Figs. 7 and 8 when the fast traffic add–drop function is used in WR networks without LPIs, i.e., the blocking probabilities in Figs. 7 and 8 are around $1.5 \times 10^{-2}$ and $3.5 \times 10^{-2}$, respectively, with and without the fast traffic add–drop function.

Figures 7 and 8 show the ideal cases of LPI applications. In real networks, the link propagation delay between nodes may be large. Figure 9 shows the comparison results when $T_{sw}=T_d$ and the link propagation delay $T_p$ is not zero. The network topology shown in Fig. 3 ($M=N=4$) is used for the simulations. The per-node loading in Fig. 9 is 0.32 erlangs. Since nodes $H_1$ and $H_2$ in Fig. 3 are pure routing nodes, the fast traffic add–drop function will not improve the network performance. We therefore only plot the blocking probabilities of the networks without the fast traffic add–drop function. The $x$-axis in Fig. 9 is the ratio of $T_p/T_d$. In Fig. 3, the round-trip time $T_{rt}$ from a source $S_i$ to node $H_2$ is $4T_p$. As shown in Fig. 4, $T_{rt}$ is another major component of the lightpath transmission overhead. The channel utilization improvement achieved by LPIs will become negligible if $T_{rt}$ dominates the overhead. This is confirmed by the results in Fig. 9. The blocking probabilities of networks with a normal lightpath and with LPI are $7.6 \times 10^{-4}$ and $1.9 \times 10^{-6}$, respectively, when $T_p/T_d = 10^{-2}$. Both kinds of networks, however, will have similar blocking probabilities if $T_p/T_d$ is large, e.g., $T_p/T_d=2$.

Figures 6 and 9 show the two kinds of networks for which LPI may be incapable of improving the system performance: (1) $T_{sw}/T_d$ is small, and (2) the link propagation delay is large ($T_{sw}$ does not dominate the transmission overhead). For networks having large link propagation delay, one-way resource reservation schemes such as OBS have been proposed to eliminate the round-trip time overhead for better handling of short duration traffic [14–16]. Similarly, the throughput performance of such schemes will suffer if $T_{sw}/T_d$ is large. In principle, the LPI approach will improve the performance of these schemes. The detailed implementation requires further investigation. For networks in which normal lightpaths are applicable (small $T_{sw}/T_d$), LPI may still be useful for further improving the system performance if new data transportation services have been applied to improve the transmission bandwidth utilization, for example, with OTDMA.

III. Time-Slotted WR Networks With LPIs

In lightpath networks with OTDMA, a wavelength channel is divided into frames of time slots. Instead of taking up all the transmission capacity of a wavelength channel, new calls are assigned one or more time slots in each time frame. The source and destination nodes will transmit/receive data only at the assigned time slots. Since multiple source and destination pairs can share a single wavelength channel, OTDMA networks can utilize the fiber transmission bandwidth more efficiently than non-OTDMA networks. Unlike OPS and OBS networks [12–16], OTDMA networks are still circuit switched, i.e., call setup must be completed before data transmission can start. It reduces the negative impacts caused by outdated link status information that can greatly degrade the system performance in one-way resource reservation schemes such as OBS [14–16]. We will have sufficient time to process and update the information during call setup if the call transmission duration is long. Large link propagation delay between nodes will no longer be a concern. Without upgrading the WR nodes to have slot-by-slot switchable fast optical switches, however, all data slots in the same wavelength can only be accessed by the nodes on the same lightpath. Using LPIs, data in different time slots of the same wavelength channel can be routed to destinations on different lightpaths. Hence, the transmission bandwidth utilization is further improved.

Finding the proper way to avoid data collisions when data are switched between lightpaths by LPIs will be the prerequisite requirement if we want to provide new data transportation services in WR networks with LPIs. As the wavelength channels in OTDMA networks are time slotted, the cooperation between data transmissions in lightpaths can be achieved by reserving the appropriate time slots in the links on the path. In the following, we will demonstrate the application of LPIs in WR networks to provide the OTDMA time-slotted service and its performance when compared with time-slotted WR networks without LPIs.
A. Channel Assignment in Time-Slotted WR Networks With LPIs

As the data forwarding may need to pass through a sequence of lightpaths as we discussed in Subsection II.A, the choosing of the appropriate time slots and the sequence of lightpaths will be important for system performance. We assume that the path for data forwarding is fixed, e.g., the minimum hop routing. To determine the proper time slots and lightpaths for data routing, we need to first list all possible sequences of lightpaths that can be used to connect the source to the destination using LPIs. We define \( S(s, d) \) as the set of all valid lightpath sequences between source \( s \) and destination \( d \). For one \((s,d)\) source-destination node pair that has a path length of \( L \) links, we further define \( S_h(s,d) \) as the subset of \( S(s,d) \) in which all the sequences have \( h \) lightpaths, where \( 2 \leq h \leq L - 1 \). The steps to construct the set \( S(s,d) \) are as follows:

1. Choose \( k \) links \( j_1, j_2, \ldots, j_k \) between the 2nd and \((L-1)\)th links of the path.
2. Find \( L_k \), the set of lightpaths passing all links in link segment \((j_g, j_{g-1})\) for \( g = 0, 1, \ldots, k \), where \( j_0 \) and \( j_{k+1} \) are assumed to be the first and last links in the path.
3. The set \( S_h(s,d) \) can be formed by exhausting the combinations of \( h \) lightpaths with one lightpath from each of the sets \( L_0, L_1, \ldots, L_{h-1} \).
4. Repeat steps 1 to 3 for \( k = 1, 2, \ldots, L - 2 \) to compute all \( S_h(s,d) \) sets.
5. Compute the \( S(s,d) \) by \( S(s,d) = \bigcup_{h=2}^{L-1} S_h(s,d) \).

As an example, Fig. 11 shows a five-node four-wavelength-per-fiber WR network with LPIs. The small rectangles in front of the nodes are external LPI devices. We assume the fast traffic add–drop function. Five lightpaths \( P_1 \) to \( P_5 \) have already been set up in the network. Using the procedure described above, \( S_2(1,5) \) of Fig. 11 is \( \{P_1P_2, P_1P_3, P_1P_4, P_1P_5, P_2P_1, P_3P_4, P_2P_3, P_2P_5, P_3P_1, P_3P_2, P_3P_5\} \). The superscript shows the possible choices of data forwarding along the lightpath sequence. For example, \( P_1P_5^{(3)} \) represents data that can be forwarded from node 1 to node 5 along lightpath \( P_1 \) and lightpath \( P_5 \) with choices of switching data from \( P_1 \) to \( P_5 \) using the LPIs at nodes 2, 3, and 4. Hence, the actual sizes of \( S_2(1,5) \) and \( S_3(1,5) \), and \( S_4(1,5) \) are 15, 45, and 47, respectively. Since the large number of combinations of time slots and lightpaths will render the optimal solution computationally infeasible for large networks, a heuristic is used to assign the time slots after \( S(s,d) \) is obtained.

Channel Assignment Heuristic: We assume that there are \( W \) wavelength channels per fiber link and \( T \) time slot channels per wavelength channel. Since we have wavelength converters (inside the LPIs) but no time slot interchanger in the network, all time slot channels assigned to a call on different links must be located in the same position in the \( T \) time slot frame, but they can belong to different wavelength channels. As shown in Fig. 11, the dashed squares above the lightpaths represent the first and second (from left to right) time slot channels. The numbers in the squares are the destinations of the reserved time slot channels. Hence, there are six successfully connected calls \((1 \rightarrow 3), (1 \rightarrow 4), (2 \rightarrow 3), (2 \rightarrow 4), (3 \rightarrow 5), \) and \((4 \rightarrow 5)\). Assume that a new call \((1 \rightarrow 5)\) arrives. No time slot channel in any single lightpath will be available to send data from node 1 to node 5. Although we can modify the lightpaths such as lengthening lightpath \( P_2 \) and lightpath \( P_5 \) to cover all nodes, it is not preferred. Using the LPI approach, we can send the data with one of the four link-by-link lightpath switching sequences \( \{P_2P_3P_2P_1\}, \{P_2P_3P_2P_5\}, \{P_3P_3P_2P_5\}, \{P_3P_3P_2P_5\} \), and \( \{P_3P_3P_2P_5\} \) if we use the first time slot channel. There will be \( 24 (2 \times 3 \times 2 \times 2) \) sequences if the second time slot channel is used. Instead of checking all lightpath sequences, we assign the time slot and wavelength channels link by link by maximizing the residual capacity on each link and minimizing the optical switch reconfigurations in the intermediate nodes.

The time-slotted WR networks with LPIs first search for a suitable time slot channel index \( t \) and then assign a new call link by link with the smallest index lightpath that has the free \( t \)th time slot channel. We assume that the source node \( s \) has the information of all links \( j_1, j_2, \ldots, j_L \) on the path to the destination \( d \). Source node \( s \) first constructs the set \( Q(s,d) \), which consists of the direct lightpaths and all lightpaths in the lightpath sequences connecting nodes \( s \) and \( d \). Hence, \( Q(1,5) \) of Fig. 11 is \( \{P_1, P_2, P_3, P_4, P_5\} \). Node \( s \) will also construct a set \( Q_s(s,d) \), which includes all possible lightpaths after we have made the lightpath modifications to increase the available time slot channels in each link for the connection. For example, we may extend the existing lightpaths \( P_2 \) and \( P_3 \) in Fig. 11 to cover all links as \( P_2 \) and \( P_3 \) to \( P_5 \). Similarly, we may add a new lightpath segment to combine the two existing lightpaths \( P_3 \) and \( P_4 \) to form a new lightpath \( P_3P_4 \) to cover all links. Hence, \( Q_s(1,5) \) of Fig. 11 is \( \{P_1,P_2,P_3,P_4,P_5\} \). After obtaining \( Q_s(s,d) \), node \( s \) will try to find a time slot channel \( t \) with the largest capacity weighing \( f_t \). Let \( x_{k,t} \) be the number of free

Fig. 11. (Color online) Five-node time-slotted WR network with LPIs.
time slot channels with index \( k \) in link \( j \), that belong to the lightpaths of the set \( Q_p(s,d) \). We define \( f_i \) as \( f_i = \min_{l=1}^{L}(x_{i,l}) \). If \( \max_{j=1}^{J}(f_j) = 0 \), node \( s \) will block the new call immediately. Otherwise, the \( t \)th time slot channel of a lightpath of each link on the path will be assigned to the new call as we have described earlier. The available lightpaths of each link will be first selected from \( Q(s,d) \) and then \( Q_p(s,d) \) to reduce the modifications of lightpaths (reconfigurations of the optical switches). In Fig. 11, \( x_{1,j} = \{3,1,2,3\} \) and \( x_{2,j} = \{3,3,3,3\} \) for \( i = 1,2,3,4 \), respectively. Because \( f_1 = 1 \) and \( f_2 = 3 \), the second time slot channel is used. The sequence of lightpaths that is used on each link is \( \{P_1,P_1,P_2,P_4\} \).

B. Blocking Performance of the Time-Slotted WR Networks With LPIs

To demonstrate the advantage of LPI, we use simulations to compare the blocking performance between the time-slotted WR networks with LPIs and those without LPIs. The simulation settings are similar to those in Subsection II.D with a time slot channel being required by each new call. A call will be blocked immediately if any link on the path cannot provide a time slot using the predefined time slot searching algorithm. For the time-slotted WR networks with LPIs, the heuristic presented in Subsection III.A is used to search and reserve the time slots in different links. For the time-slotted WR networks without LPIs, we use the exhaustive search approach to find the first available time slot and wavelength channel on all links of the path. In both networks, the reserved time slot channels will be released immediately once the call is terminated.

Figures 12–15 compare the blocking performance of the time-slotted WR networks with LPIs (basic WR nodes with external LPI devices as shown in Fig. 5) and that of the time-slotted normal WR networks (WR nodes with preinstalled TWCs for wavelength contention resolution purposes only). The network topology used for Figs. 12 and 14 is the NSFNet shown in Fig. 10 and that for Figs. 13 and 15 is the 4 × 4 MSN [32]. The wavelength channels per fiber (\( W \)) and time channels per wavelength (\( T \)) used for Figs. 12 and 13 are \( W = 8 \) and \( T = 16 \), and those for Figs. 14 and 15 are \( W = 16 \) and \( T = 8 \), respectively. In the figures, the \( x \) axis is the average offered traffic load at a node. The lines with crosses and pluses are the blocking probabilities
of the time-slotted normal WR networks with and without the fast traffic add–drop function, respectively. The lines with squares and circles are those of the time-slotted WR networks with LPIs and with and without the fast traffic add–drop function, respectively.

From the figures, we observe that time-slotted WR networks with LPIs have much better blocking performance whether the fast traffic add–drop function is used or not. In most cases, however, time-slotted WR networks with LPIs but without the fast traffic add–drop function can even have lower blocking probability than time-slotted normal WR networks with the fast traffic add–drop function. Even though the combination of a basic node and an external LPI device puts more limitations on lightpath setup, the features of LPI have significantly improved the time slot channel utilization of WR networks. For example, the fast traffic add–drop function enables all nodes, not only the terminal nodes, on the lightpath to read/write data to time slots on the lightpath. The function reduces the blocking probability in both kinds of networks, but the reduction is much more significant in time-slotted WR networks with LPIs. From simulation results (not all being shown here), we observe that the blocking probability decreases with an increasing number of available wavelength channels and time slot channels. However, the decrease is more sensitive to the increase in wavelengths than in time slots. For example, the blocking probabilities in Figs. 14 and 15 are smaller than those of Figs. 12 and 13.

IV. CONCLUSION

We observe that WR networks will likely be the dominant optical networks in the near future. To protect the investment in infrastructure, it is important to develop new optical data transportation schemes that can utilize WR networks to provide fast data switching services.

In this paper, we have observed that the TWCs that are traditionally installed in the WR nodes for wavelength contention resolution purposes during lightpath setup can be further utilized as the fast data switching devices to provide fast data switching between lightpaths. As the TWCs become the interchanges of data units between lightpaths, we can route data through a sequence of lightpaths from source to destination if a direct single lightpath connection is not available or if we want to minimize the overhead of setting up new lightpaths. Since TWCs can have a tuning time of picoseconds, one can greatly improve the performance of WR networks. Ideally, the WR node’s preinstalled TWCs can be used as LPI without significant optical hardware upgrade. From simulation results, we show that WR networks with LPIs can have much lower blocking probability than WR networks without LPIs if the traffic duration is short.

We have also demonstrated how LPI can be used to provide new data transportation services such as the OTDMA time-slotted service in WR networks. Using LPIs, data in different time slots on the same wavelength channel can be routed to destinations on different lightpaths. Simulation results show that the LPI approach can significantly improve the system blocking performance. Different implementations of WR networks with LPIs such as external LPI devices and the fast traffic add–drop function are also discussed.
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