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Abstract

Mutual information (MI) is useful in unsupervised and self-supervised learning. Maximizing the MI between the low-level features and the learned embeddings can preserve meaningful information in the embeddings, which can contribute to performance gains. This strategy is called deep InfoMax (DIM) in representation learning. In this paper, we follow the DIM framework so that the speaker embeddings can capture more information from the frame-level features. However, a straightforward implementation of DIM may pose a dimensionality imbalance problem because the dimensionality of the frame-level features is much larger than that of the speaker embeddings. This problem can lead to unreliable MI estimation and can even cause detrimental effects on speaker verification. To overcome this problem, we propose to squeeze the frame-level features before MI estimation through some global pooling methods. We call the proposed method squeeze-DIM. Although the squeeze operation inevitably introduces some information loss, we empirically show that the squeeze-DIM can achieve performance gains on both Voxceleb1 and VOiCES-19 tasks. This suggests that the squeeze operation facilitates the MI estimation and maximization in a balanced dimensional space, which helps learn more informative speaker embeddings.

Index Terms: speaker verification, speaker embedding, mutual information, variational lower bound

1. Introduction

Speaker embedding plays a vital role in modern speaker recognition systems. Ideal speaker embeddings should not only be speaker discriminative but also be robust against adverse conditions, e.g., noise, reverberation, domain mismatch, etc. Since the emergence of the x-vectors [1], most speaker embeddings have turned to use deep neural networks (DNNs) to capture the speaker information in the speech segments. Commonly, these networks share a similar structure: a frame-level network, a pooling layer, and a segment-level network. To preserve as much speaker information as possible, several strategies have been exploited in different levels of the embedding networks.

In the frame-level network, shortcut connections [2, 3] have been widely used to aggregate information from the previous convolutional layers [4, 5, 6]. Simultaneously, various attention mechanisms have also been adopted in the convolutional neural networks to attend to the speaker-related feature maps. For example, squeeze-excitation (SE) blocks [7] were used to capture the interdependencies across the channel dimension in [6], which can be seen as a channel-attention operation. Besides the channel attention, temporal-frequency attention was also applied in [8]. As for the pooling layer, various utterance-level aggregation methods have been proposed to emphasize the speaker-discriminative frames, e.g., attentive pooling [9, 5, 10], information preservation pooling [11], short-time spectral pooling [12], etc. However, mechanisms that directly retain information at the segment level are rare. Instead, a common strategy is to transform the speaker embeddings with information maximization using a light-weight network after extracting the embeddings. An example is the Info-maximized variational domain adversarial neural networks proposed in [13].

Studies have shown that features at the lower layers of a DNN are generally more class-agnostic, while those at the upper layers are more class-specific [14, 7]. Accordingly, the prediction uncertainty decreases when signals flow from the lower layers to the upper layers, suggesting that training is a process of information loss. Therefore, some speaker information will inevitably diminish in the upper layers when training a speaker embedding network. As such, an intuitive way to enhance speaker information in the embeddings is to explicitly maximize the mutual information (MI) between the frame-level features and the segment-level embeddings, so that the embeddings can learn extra speaker information from the more general low-level features.

In fact, exploiting MI to learn meaningful speaker embeddings is not new. In [13], InfoVDANN was introduced to maximize the MI between the transformed embeddings and the input embeddings so that the transformed embeddings are more speaker discriminative. However, this method is operated at the segment level, which forbids it from leveraging useful information in the frame-level layers. Attributed to the deep InfoMax (DIM) [15] framework for representation learning, estimating the MI between the frame-level features and the segment-level embeddings has become feasible via MI neural estimators (MINEs) [16]. In [11], the authors followed the idea of MINE and proposed an information preservation pooling method to feed more information from the last frame-level layer to the statistics aggregation layer.

Although DIM makes it viable to relate the speaker embeddings with the frame-level features through MI maximization, it may pose a dimensionality imbalance problem. Because the dimensionality of the (flattened) frame-level features is generally much larger than that of the speaker embeddings, the learned MI estimators may be biased towards the frame-level features. In this case, MI cannot be accurately approximated and directly applying MI maximization can fail to learn useful information. Therefore, it would be amenable to perform dimensionality reduction before MI estimation and maximization. Inspired by the squeeze operation in the SE networks [7], we propose to perform global pooling on the frame-level features for each channel before maximizing the MI between the frame-level features and the speaker embeddings. The global pooling essentially reduces the dimensionality of the frame-level features, which avoids im-
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balanced dimensionality in the MI estimation. We call the resulting method *squeeze-DIM*, which uses the MI estimation between the squeezed frame-level features and the speaker embeddings as a proxy to that between the original pairs. Although it seems counterintuitive to squeeze the frame-level features before MI maximization because this operation inevitably introduces information loss, we empirically show that the squeeze operation facilitates the MI estimation/maximization, thus contributing to performance improvement. Different from DIM which aims for unsupervised learning, we use squeeze-DIM as a regularizer with the main task being speaker classification.

2. Variational Mutual Information Estimation

In this section, the deep InfoMax (DIM) framework [15] and some variational lower bounds [17] to the MI are introduced.

2.1. Deep InfoMax

The MI between two random variables $X$ and $Y$ is defined as the Kullback-Leibler (KL) divergence between their joint distribution and the product of their marginals:

$$ I(X; Y) = D_{KL}(P(X, Y) || P(X)P(Y)). $$

However, MI is difficult to estimate, especially when $X$ and $Y$ locate in a continuous, high-dimensional space. To scale with the dimension, various variational bounds are introduced in combination with neural networks when estimating MI. For the scenario where the objective is to learn encoded representations $Y = E_\phi(X)$ from the input $X$, we maximize the MI between the input and output of the encoder $E_\phi$ and the MI estimator $I_\theta$, respectively.

$$ (\phi, \theta) = \arg \max_{\phi, \theta} I_\theta(X; E_\phi(X)), \quad (1) $$

where $\phi$ and $\theta$ parameterize the encoder $E_\phi$ and the MI estimator $I_\theta$, respectively.

2.2. Variational Lower Bounds on Mutual Information

There are several popular variational lower bounds on MI [16, 17, 19]. The basic idea behind these bounds is that if we can train a discriminator (MI estimator) that is able to accurately differentiate the samples drawn from the joint distribution and those from the product of the marginals, we obtain a good estimate of the true MI.

One variational estimator is called InfoNCE [17, 20]:

$$ I(X; Y) \geq \mathbb{E} \left[ \frac{1}{B} \sum_{i=1}^{B} \log \frac{e^{f(x_i, y_i)}}{\frac{1}{B} \sum_{j=1}^{B} e^{f(x_j, y_j)}} \right] \triangleq I_{\text{InfoNCE}}(X; Y), \quad (2) $$

where the expectation is over $B$ independent samples $\{(x_i, y_i)\}_{i=1}^{B}$ drawn from the joint distribution $P(x,y)$ and $B$ is the mini-batch size. $f(\cdot, \cdot)$ denotes the critic, which takes a pair of samples and outputs a scalar score. Common critics can be a bilinear function $f(x,y) = x^T Wy$ where $W$ is a weight matrix to be learned, a separable function $f(x,y) = g_1(x) g_2(y)$ where $g_1(\cdot)$ and $g_2(\cdot)$ are functions parameterized by parameters $\theta_1$ and $\theta_2$, respectively, and a concatenated function $f(x,y) = h_{\theta}(x,y)$ where $h_{\theta}(\cdot)$ denotes a network parameterized by $\theta$ [17].

Because $I_{\text{InfoNCE}}(X; Y)$ is a multi-sample lower bound, it has low variance. However, $I_{\text{InfoNCE}}(X; Y)$ is biased and is upper bounded by $\log B$, which means that this bound will be loose when the true MI $I(X; Y) > \log B$.

Another MI estimator is based on the variational $f$-divergence estimation specialized to KL divergence ($f$-GAN KL) [21]:

$$ I(X; Y) \geq \mathbb{E}_{p(x,y)}[f(x,y)] - \mathbb{E}_{q(x)p(y)}[e^{f(x,y)-1}] \triangleq I_{\text{NWJ}}(X; Y). \quad (3) $$

$I_{\text{NWJ}}(X; Y)$ is unbiased but presents high variance [17].

There are also other MI estimation such as the non-linearly interpolated lower bound [17] and the smoothed mutual information lower-bound [19]. These estimators have a better bias-variance trade-off than $I_{\text{InfoNCE}}(X; Y)$ and $I_{\text{NWJ}}(X; Y)$.

3. Mutual Information Enhanced Training

This paper aims to learn informative speaker embeddings through maximizing the MI between the frame-level features and the embeddings in combination with the conventional speaker classification task. Two instances of the MI-enhanced network are detailed.

3.1. Dim Regularized Speaker Embedding

We adopt the DIM framework as a regularization on the embeddings so that more low-level information can be incorporated in the embeddings during training. As shown in Figure 1, there are two branches in the MI-enhanced training. The upper branch represents a standard speaker classification task, while the lower is a DIM regularizer.

Let $x, x_{\text{conv}}, x_{\text{emb}}$ be the input acoustic feature vectors, the immediate convolutional feature maps, and the speaker embeddings, respectively. Without loss of generality, we use a separable function as the critic in the MI estimator, although other critics can also be applied. To preserve extra information in $x_{\text{emb}}$, we maximize the MI between $x_{\text{conv}}$ and $x_{\text{emb}}$ as in (1):

$$ (\hat{\phi}, \hat{\theta}_1, \hat{\theta}_2) = \arg \max_{\phi, \theta_1, \theta_2} I_{\hat{\theta}_1, \hat{\theta}_2}(X_{\text{conv}}; X_{\text{emb}}), \quad (4) $$

where $\phi$ parameterizes the encoding network (within the red dashed box in Figure 1) between $x_{\text{conv}}$ and $x_{\text{emb}}$, i.e., $x_{\text{emb}} = E_\phi(x_{\text{conv}})$. $\theta_1$ and $\theta_2$ constitute the MI estimator with a separable critic as follows:

$$ f(x_{\text{conv}}, x_{\text{emb}}) = g_{\theta_1}(\text{flatten}(x_{\text{conv}}))^T g_{\theta_2}(x_{\text{emb}}). \quad (5) $$

The MI estimator $I_{\theta_1, \theta_2}$ can be $I_{\text{InfoNCE}}$ and $I_{\text{NWJ}}$ in (2) and (3), respectively.

Denote the classification loss in the upper branch of Figure 1 as

$$ L_{\text{cls}}(\omega) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} y_{ik} \log C_{\omega}(x_{ik}), \quad (6) $$

where $y_{ik}$ is an element of the one-hot speaker labels, and $C_{\omega}(\cdot)$ represents the whole speaker classifier parameterized by $\omega$. $N$ and $K$ denote the number of training samples and the number of speakers, respectively. Note that the parameter of the encoder $\phi$ is a subset of $\omega$. If we define the total loss of the network as

$$ L(\omega, \theta_1, \theta_2) = L_{\text{cls}}(\omega) - \alpha I_{\theta_1, \theta_2}(X_{\text{conv}}; X_{\text{emb}}), \quad (7) $$

where $\alpha$ is the trade-off parameter.
where $\alpha$ is a hyperparameter weighting the contribution of MI regularization, then MI-enhanced training can be expressed as follows:

$$\langle \hat{\omega}, \hat{\theta}_1, \hat{\theta}_2 \rangle = \arg\min_{\omega, \hat{\theta}_1, \hat{\theta}_2} L(\omega, \hat{\theta}_1, \hat{\theta}_2). \quad (8)$$

### 3.2. Squeeze-DIM Regularized Speaker Embedding

One problem of the DIM regularized speaker embedding is that the dimensionality of the flattened $x_{\text{conv}}$ is much larger than that of $x_{\text{emb}}$, because the critic $f(x_{\text{conv}}, x_{\text{emb}}) = g_{\hat{\theta}_1}(\text{Flatten}(x_{\text{conv}}))^\top g_{\hat{\theta}_2}(x_{\text{emb}})$ would be biased towards learning the information in $x_{\text{conv}}$ only, other than the mutual information between $x_{\text{conv}}$ and $x_{\text{emb}}$.

To address the problem of dimensionality imbalance, we propose to squeeze $x_{\text{conv}}$ using some global pooling methods for each channel before MI estimation. In this case, the critic becomes

$$f(x_{\text{conv}}, x_{\text{emb}}) = g_{\hat{\theta}_1}(\text{GlobalPool}(x_{\text{conv}}))^\top g_{\hat{\theta}_2}(x_{\text{emb}}). \quad (9)$$

Common global pooling operations can be global average pooling, statistics pooling [1], attentive pooling [9, 10], etc. The optimization is the same as (8).

Note that $x_{\text{conv}}$ does not necessarily have to be at the output of the first convolutional layer as shown in Figure 1. Instead, it can be the output of any frame-level layers, and it can even be the input acoustic features.

In conclusion, the only difference between the proposed embedding and the DIM regularized embedding in Section 3.1 is that the former applies a channel-wise global pooling operation on the convolutional feature maps instead of flattening them. The squeeze operation facilitates the MI estimation although it introduces some information loss, which may explain the empirical performance improvement in Section 5.

### 4. Experimental Setup

We evaluated the performance of squeeze-DIM on the VoxCeleb1 test set (clean) [22] and the VOICEs 2019 development and evaluation sets [23].

#### 4.1. Training of Speaker Embedding Extractor

Both VoxCeleb1 development and VoxCeleb2 development data were used for training, which amounts to 2,105,949 utterances from 7,185 speakers. We followed the Kaldi’s VoxCeleb recipe to prepare the training data, i.e., using 40-dimensional filter bank features, performing energy-based voice activity detection, implementing augmentation (by adding reverberation, noise, music, and babble to the original speech files), applying cepstral mean normalization with a window of 3 seconds, and filtering out utterances with a duration less than 4 seconds.\(^1\) Totally, we had approximately twice the number of clean utterances for training the embedding network.

The embedding extractor in the upper branch of Figure 1 is used as the baseline. The number of output filters of the convolutional layers (or blocks) is 512 except that it is 1,536 for the last convolutional layer. The kernel sizes of the convolutions are 5, 3, 3, 3, and 1, respectively, and the dilation rates are 1, 2, 3, 4, and 1, respectively. The scale and the number of convolutional filters of all three Res2blocks [24] are 8 and 64, respectively. We used an embedding size of 192. For the MI-enhanced training, we followed the structure in Figure 1 and set the number of nodes in all fully-connected layers in the MI estimator (the lower part of Figure 1) to 64. $L_{\text{InfoNCE}}$ in (2) was used as the MI estimator because we found that it is more stable to optimize than $L_{\text{NWJ}}$ (see (3)) and other MI estimators [17, 19] in our experimental setups. The hyperparameter $\alpha$ for weighting the MI estimation was set to 0.1. We used a global average pooling layer for the squeezing operation in the squeeze-DIM regularized speaker embedding. To further verify the effectiveness of MI regularization, we also included an embedding that integrates the SE block [7] with a reduction factor of 16 as a comparison.

The additive margin softmax loss [25] was used for training. The additive margin and the scaling factor were set to 0.25 and 30, respectively. The mini-batch size was set to 128 and there are around 2,337 mini-batches in one epoch. Each mini-batch was created by randomly selecting speech segments of 2–4 seconds from the training data. However, for DIM regularized embeddings, the duration of the speech segments was set

\(1\)https://github.com/kaldi-asr/kaldi/tree/master/egs/voxceleb/v2.

Figure 1: Schematic of MI-enhanced training. The whole network comprises two sub-networks: an upper speaker classifier $C_{\omega}$ and a lower MI estimator $I_{\omega, \theta}$. The MI estimator is instantiated by a separable critic as in (5) and (9) for DIM regularization and squeeze-DIM regularization, respectively. For DIM regularization, a flatten layer is used as the first layer of $g_{\theta_1}$, while a global pooling layer is applied for squeeze-DIM regularization. FC denotes the fully-connected layer.
Table 1: Performance on VoxCeleb1, VOiCES19-dev, and VOiCES19-eval. The upper part (Rows 1–4) is the main result of MI-enhanced training, while the lower part (Rows 5–10) shows the ablation study by varying the source of $x_{\text{conv}}$ in Figure 1. The layer in the parenthesis denotes where $x_{\text{conv}}$ comes from, e.g., ‘1st conv’ means that $x_{\text{conv}}$ is the output of the first convolutional layer, etc.

<table>
<thead>
<tr>
<th>Row</th>
<th>Embedding</th>
<th>VoxCeleb1 EER</th>
<th>minDCF</th>
<th>VOiCES19-dev EER</th>
<th>minDCF</th>
<th>VOiCES19-eval EER</th>
<th>minDCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Baseline</td>
<td>1.85</td>
<td>0.187</td>
<td>2.16</td>
<td>0.270</td>
<td>5.88</td>
<td>0.468</td>
</tr>
<tr>
<td>2</td>
<td>Baseline + DIM</td>
<td>1.94</td>
<td>0.189</td>
<td>1.85</td>
<td>0.236</td>
<td>5.73</td>
<td>0.494</td>
</tr>
<tr>
<td>3</td>
<td>Baseline + squeeze-DIM</td>
<td><strong>1.62</strong></td>
<td><strong>0.167</strong></td>
<td>1.82</td>
<td>0.224</td>
<td><strong>5.36</strong></td>
<td><strong>0.408</strong></td>
</tr>
<tr>
<td>4</td>
<td>Baseline + SE [7]</td>
<td>1.78</td>
<td>0.182</td>
<td><strong>1.69</strong></td>
<td><strong>0.238</strong></td>
<td>5.72</td>
<td>0.446</td>
</tr>
<tr>
<td>5</td>
<td>Baseline + squeeze-DIM (input)</td>
<td>1.78</td>
<td>0.184</td>
<td>1.96</td>
<td>0.236</td>
<td>5.78</td>
<td>0.431</td>
</tr>
<tr>
<td>6</td>
<td>Baseline + squeeze-DIM (1st conv)</td>
<td><strong>1.62</strong></td>
<td><strong>0.167</strong></td>
<td>1.82</td>
<td>0.224</td>
<td><strong>5.36</strong></td>
<td><strong>0.408</strong></td>
</tr>
<tr>
<td>7</td>
<td>Baseline + squeeze-DIM (2nd conv)</td>
<td>1.65</td>
<td>0.183</td>
<td><strong>1.73</strong></td>
<td><strong>0.217</strong></td>
<td>5.51</td>
<td>0.419</td>
</tr>
<tr>
<td>8</td>
<td>Baseline + squeeze-DIM (3rd conv)</td>
<td>1.80</td>
<td>0.185</td>
<td>1.97</td>
<td>0.232</td>
<td>5.64</td>
<td>0.420</td>
</tr>
<tr>
<td>9</td>
<td>Baseline + squeeze-DIM (4th conv)</td>
<td>1.87</td>
<td>0.192</td>
<td>1.99</td>
<td>0.227</td>
<td>5.48</td>
<td>0.422</td>
</tr>
<tr>
<td>10</td>
<td>Baseline + squeeze-DIM (5th conv)</td>
<td>1.73</td>
<td>0.192</td>
<td>2.19</td>
<td>0.228</td>
<td>5.57</td>
<td>0.430</td>
</tr>
</tbody>
</table>

2. PLDA Training

We used Gaussian PLDA backends [27] for both evaluation tasks. For VoxCeleb1, the PLDA model was trained on the x-vectors extracted from the clean utterances in the training set for the embedding network. For VOiCES 2019, we trained the backbone on the concatenated speech with the same video session and used utterances augmented with reverberation and noise. Before PLDA training, the x-vectors were projected onto a 192-dimensional space by LDA for VoxCeleb1 and 150-dimensional space by LDA for VOiCES 2019, followed by whitening and length normalization. The LDA projection matrix was trained on the same dataset as for training the PLDA models. For VOiCES 2019, we also applied adaptive score normalization [28]. The cohort was selected from the longest two utterances of each speaker in the PLDA training data.

5. Results and Discussions

The main result of MI-enhanced training is shown in the upper part (Rows 1–4) of Table 1. We can see that DIM regularized embedding only achieves marginal improvement over the baseline on VOiCES 2019, whereas the squeeze-DIM regularized embedding remarkably outperforms the DIM regularized version on all tasks. Although DIM regularization should theoretically incorporate more information in the embeddings than the baseline, the practical implementation of the MI estimator can be severely biased towards the information of the convolutional feature maps due to their higher dimensionality than the embeddings. As a result, the MI estimation is unreliable and this limits the regularization effect on the speaker embeddings. In contrast, although the squeeze operation can introduce information loss, it facilitates the MI estimation, which helps feed useful information from the low-level features into the embedding. This verifies the motivation of the proposed squeeze-DIM regularization. By comparing Row 3 and Row 4, we observe that squeeze-DIM is more effective than applying SE, which further verifies the effectiveness of squeeze-DIM.

The lower part (Rows 5–10) of Table 1 shows the performance by varying the source of $x_{\text{conv}}$, in Figure 1. In general, we can achieve the best performance if $x_{\text{conv}}$ is the output from the first frame-level layer (Row 6). When $x_{\text{conv}}$ moves from the first layer to upper layers, the performance degrades gradually. This may be because the information becomes more speaker-specific and attenuates gradually while propagating to the upper layers. We also see that all the squeeze-DIM regularized embeddings can achieve better performance than the baseline on VOiCES 2019. However, when $x_{\text{conv}}$ comes from the fourth and fifth convolutional layers (Row 9 and Row 10), their performance is slightly worse than the baseline on VoxCeleb1. This suggests that MI maximization is more effective on noisy data.

Another interesting observation is that maximizing the mutual information between the inputs and the embeddings is less effective than maximizing the mutual information between the immediate convolutional features and the embeddings, which can be verified by comparing Row 5 and Rows 6–7. This means that although the input filter-bank features contains more information than the middle layers, it is difficult to extract speaker information directly from the input layer.

6. Conclusions

In this paper, we aim to preserve more speaker information in the embeddings through MI-enhanced training. We propose a squeeze-DIM regularized embedding to address the problem of dimensionality imbalance between the frame-level features and the embeddings during MI maximization. The evaluation results on both VoxCeleb1 and VOiCES 2019 show that the proposed method outperforms the baseline, DIM regularized embedding, and the SE-integrated embedding, verifying the effectiveness of the proposed method.
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