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Abstract—In this paper, a robust fringe projection profilometry (FPP) algorithm using the sparse dictionary learning and sparse coding techniques is proposed. When reconstructing the three-dimensional (3D) model of objects, traditional FPP systems often fail to perform if the captured fringe images have a complex scene, such as having multiple and occluded objects. It introduces great difficulty to the phase unwrapping process of an FPP system that can result in serious distortion in the final reconstructed 3D model. For the proposed algorithm, it encodes the period order information, which is essential to phase unwrapping, into some texture patterns and embeds them to the projected fringe patterns. When the encoded fringe image is captured, a modified morphological component analysis (MCA) and a sparse classification procedure are performed to decode and identify the embedded period order information. It is then used to assist the phase unwrapping process to deal with the different artifacts in the fringe images. Experimental results show that the proposed algorithm can significantly improve the robustness of an FPP system. It performs equally well no matter the fringe images have a simple or complex scene, or are affected due to the ambient lighting of the working environment.

Index Terms—Fringe projection profilometry, 3D model reconstruction, morphological component analysis (MCA), dictionary learning, sparse coding

I. INTRODUCTION

Fringe projection profilometry (FPP) is a popular approach for reconstructing the three-dimensional (3D) model of objects. It has been generally applied to various 3D scanning systems including 3D scene reconstruction [1, 2], medical tomography [3], 3D face scanning [4], industrial quality control [5, 6], and 3D reconstruction of complex objects [7-12]. In a typical FPP setup (see Fig.1a), a projector is employed to project a spatially periodic fringe pattern onto an object. The deformed fringe pattern as shown on the object surface encodes the height information of the object (see Fig.1c). It is captured by a camera and the resulting fringe image is analyzed. The deformation of the fringe pattern can be mathematically modeled as the phase changes of a periodic signal. Thus by estimating the phase changes in the captured fringe image, the 3D model of the object can be inferred.

In the last decade, many methods have been developed for measuring the phase changes in the fringe images. For instance, in the phase shifting profilometry method (PSP), three fringe patterns with fixed phase shifts are projected onto the target object [13, 14]. The phase changes are measured using a minimum of three shifted fringe images. In the Fourier transform profilometry (FTP) method [3, 15], the phase is estimated after filtering out the unwanted frequencies of the fringe pattern in the Fourier domain. In the wavelet transform profilometry (WTP) [16-20] and the short time Fourier transform profilometry (STFTFP) methods [21, 22], the phase is tracked by analyzing the ridge in the spatial-frequency domain. And in the PSP with FTP approach, a prefiltering stage is employed in conjunction to PSP methods [6, 23].

For most phase imaging systems, it is essential to obtain the true phase from the incomplete and noisy phase estimations so as to infer the physical measurement of interest. It is also the case for FPP. All the aforementioned FPP methods can only provide a modulo-2π estimation of the phase, which is the so-called wrapped phase. A phase unwrapping procedure is needed to recover the true phase from the wrapped phase estimation. Traditional phase unwrapping methods are often based on the Itoh analysis, which suggests to integrate the wrapped phase differences to obtain the true phase [24]. This approach assumes the smoothness of the true phase and the availability of all wrapped phase data. However such assumption is not valid in case of occlusion or incomplete observations. Severe distortion will thus result in the reconstructed 3D model. To solve the problem, an intuitive solution is to project additional fringe patterns which contain the period order information for phase unwrapping. By period order information, we refer to the integer number of 2π jumps in the phase angle that is hidden in the wrapped phase data. If the period order is known, the true phase information can be readily obtained. Some examples of the methods in this category include the gray-code plus phase shifting method [25], the phase code plus phase shifting method [26], the temporal phase unwrapping algorithm [27], and the gray code plus strip-edge shifting method [5]. However the requirement of additional fringe projections is a major disadvantage of these approaches. It does not only slow down the acquisition process of the fringe images, but also requires more memory and processing time to reconstruct the 3D model.

To avoid projecting additional fringe patterns, recently some approaches were proposed to embed the period order
information into the fringe patterns. In these approaches, the period order information is first encoded using, for instance, patterns of multiple wavelengths or multiple frequencies [28-30], multiple color [31], random patterns [32, 33], or structural markers [13, 20, 23, 34, 35], etc. They are then embedded into the fringe patterns and projected onto the object. Theoretically, these approaches allow correct phase unwrapping without additional fringe projections. But the approaches in [13, 20, 28-31, 34, 35] can only be used for fringe images of simple scene, e.g. only have a single simple object. For the methods in [23, 32, 33], the accuracy of the period order estimation is low hence additional procedure such as the voting strategy [33] is required to obtain the correct result.

In this paper, the problem of true phase estimation is addressed by exploiting the sparsity of different components of a fringe image when it is embedded with period order information. It is achieved through a dictionary learning approach. A dictionary consists of a set of words (vectors) which provides a sparse representation of a given signal through a procedure known as the sparse coding. The dictionary learning and sparse coding techniques have been used successfully for classification tasks such as object classification [36], face recognition [37-39], texture segmentation [39-41], etc. However, to our knowledge, the dictionary learning approach has not been used in FPP before. For the proposed approach, different code patterns that carry the period order information are first embedded into the fringe patterns and projected onto the target objects. The deformed fringe images are captured and the code patterns that carry the period order information are detected by performing a modified morphological component analysis (MCA). It differs from the traditional MCA [42-44] by considering also the blurring effect and noise in fringe images. A discriminative dictionary is then used to estimate the period order information from the detected code patterns. To reconstruct the 3D model of the object, a multi-level quality guided phase unwrapping algorithm [45] is adopted. It is assisted by the estimated period order information so that it can deal with the different artifacts in the fringe images. The proposed algorithm improves over the traditional methods in that, first, it does not require additional projections to embed period order information; second, it is robust due to the use of the modified MCA and the dictionary learning methods for detecting the period order information; and finally, the proposed algorithm can perform equally well for fringe images of simple and complex scene, such as those with multiple complex objects. They are all verified by our experimental results.

The rest of the paper is organized as follows. First the background of FPP, MCA, and dictionary learning are presented in Section II. The details of the proposed algorithm are described in Section III. Experimental results are reported in Section IV and finally, conclusions are drawn in Section V.

II. BACKGROUND

A. Principle of FPP Method

In this section, we first outline the basic concept of the conventional FPP method [15]. The typical setup of the FPP method is shown in Fig.1a. In the figure, a projector at position $E_p$ projects a fringe pattern and a camera located at position $E_c$ captures the deformed fringe pattern as shown on the object surface. The projector and camera are placed at a distance of $d_0$ from each other and are at a distance of $l_0$ from a reference plane R. The deformed fringe pattern captured by the camera at $E_c$ can be modeled mathematically as a sinusoidal function as follows [15]:

$$g(x, y) = a(x, y) + b(x, y)\cos[\phi(x, y)] + n(x, y)$$

(1)

In (1), $g(x, y)$ represents the pixels, in $x$ and $y$ directions, of the fringe image captured by the camera. $a$ is the bias caused by the surface illumination of the object; $b$ is the local amplitude of the fringe; and $n$ is the noise generated in the image capture process. $\phi(x, y) = 2\pi f_0 x + \phi(x, y)$ is the phase angle in which $f_0$ is the carrier frequency, and $\phi(x, y)$ is the phase shift of the fringe in $x$ and $y$ directions. It has a relationship with the object height $h$ as follows:

$$h(x, y) \approx -\frac{l_0}{2\pi f_0 d_0} \Delta\phi(x, y)$$

(2)

In (2), $\Delta\phi(x, y) = \phi(x, y) - \phi_0(x, y)$, where $\phi_0$ is the $\phi$ when there is no object. It is assumed to be known in the initial calibration process. Hence if $\phi$ is known, $\phi$ and also $\Delta\phi$ can be determined. Then the object height profile $h$ and in turn the 3D model of the object can be reconstructed. However, any trigonometric methods that directly retrieve the true phase map $\phi$ from the fringe image $g$ will end up with only the wrapped version of $\phi$, which is always in the range of $-\pi$ to $\pi$. It is caused by the fact that, as shown in (1), all $\phi$ separated by $2\pi$ will have the same $g$. Let us denote the wrapped phase map to
be \( \phi \) such that,
\[
\hat{\phi} = \Pi(\phi) = \text{mod}(\phi + \pi, 2\pi - \pi) \quad \text{with} \quad \hat{\phi} \to (-\pi, \pi)
\]  
(3)
where \( \text{mod}(x, y) \) is the modulus function of \( x \) with the divisor \( y \). A phase unwrapping process is needed for retrieving \( \phi \) from \( \hat{\phi} \). Many of the existing unwrapping algorithms [46] are based on the Itoh analysis [24], which suggests to integrate the wrapped phase differences in order to calculate the desired true phase map \( \phi \). Denote \( \phi_r(x) = \hat{\phi}(x, y) \) and \( \hat{\phi}_r(x) = \hat{\phi}(x, y) \).

The phase unwrapping process based on the Itoh analysis can be described as follows:
\[
\phi(x) = \phi_r(x) + \sum_{i=1}^{m} \Delta_i(x)
\]  
(4)
where \( \Delta_i(x) = \hat{\phi}_r(x) - \hat{\phi}_r(x-1) \) and \(-\pi < \Delta_i(x) \leq \pi \). However, (4) is valid only if \( \Delta_i(x) \) is known for all \( x \). If for a particular point \( x' \) such that \( \Delta_i(x') \) is estimated with error or even missing, the unwrapped \( \phi(x) \) will have error for all \( x \geq x' \). Such situation unfortunately is common in many FPP setups.

B. MCA based on Variable Splitting using SALSA

Given an observed signal \( Y \), which is formed by the summation of two signals \( X_1 \) and \( X_2 \), i.e. \( Y = X_1 + X_2 \). Assume that \( X_1 \) and \( X_2 \) have different morphologies. The goal of MCA is to estimate \( X_1 \) and \( X_2 \) by solving the following optimization problem:
\[
\arg \min_{v_1, v_2} \| Y - \Phi_1 w_1 - \Phi_2 w_2 \|_2^2 + \lambda_1 \| w_1 \|_1 + \lambda_2 \| w_2 \|_1
\]  
(5)
where \( \Phi_1 \) and \( \Phi_2 \) are the transform matrices of \( X_1 \) and \( X_2 \) such that the transform coefficients \( w_1 \) and \( w_2 \) (i.e. \( X_1 = \Phi_1 w_1 \) and \( X_2 = \Phi_2 w_2 \)) are sparse. In [47], the MCA is realized by using the rational-dilation wavelet transform (RADWT) [48] and the iterative thresholding based on the split augmented Lagrangian shrinkage algorithm (SALSA) developed in [49, 50]. More specifically, the problem in (5) can be formulated as,
\[
f_1(v) = \| Y - \Phi v \|_2^2, \quad f_2(w) = \lambda_1 \| w_1 \|_1 + \lambda_2 \| w_2 \|_1
\]  
(6)
with
\[
\Phi = [\Phi_1 \quad \Phi_2], \quad v = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}, \quad w = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix}, \quad \lambda = \begin{bmatrix} \lambda_1 \\ \lambda_2 \end{bmatrix}.
\]  
(7)
Then \( X_1 \) and \( X_2 \) can be obtained by iteratively performing the following computation. Given the initial \( v_0 \) and \( \delta^0 \),
\begin{enumerate}
  \item \( z^{k+1} = S_\delta(v^k + \delta^k) - \delta^k \);
  \item \( \delta^{k+1} = \frac{1}{\mu + 2} \Phi^T (Y - \Phi z^{k+1}) \);
  \item \( v^{k+1} = \delta^{k+1} + z^{k+1} \)
\end{enumerate}
where \( z = w - \delta \); \( z^{k+1} \) stands for the \( z \) after \( k+1 \) iterations; and \( S_\delta(a) = \text{sgn}(a) \max(|a| - \lambda, 0) \) is the standard soft thresholding operation for each element in the matrix with threshold \( \lambda \). The above computation is repeated until convergence. Then \( X_i = \Phi w_i^{\text{converge}} \), where \( w_i^{\text{converge}} \) is the \( w_i \) when converged; and \( i = 1, 2 \). It is shown in [47] that the above algorithm can achieve the global minimum when converged.

C. Dictionary Learning

For the traditional dictionary learning methods, a set of training signals \( \tilde{X} = [\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_N] \in \mathbb{R}^{M \times N} \) is employed to learn an over-complete dictionary \( D \in \mathbb{R}^{M \times L} \) (hence \( L > M \)) that can give a sparse representation \( \gamma = [\gamma_1, \gamma_2, \ldots, \gamma_N] \in \mathbb{R}^{L \times N} \) of \( \tilde{X} \). The learning process can be compactly written as a minimization problem as follows:
\[
\arg \min_{D, \gamma} \| \tilde{X} - D \gamma \|_F^2 \quad \text{s.t.} \quad \forall i \| \gamma_i \|_0 \leq T_0
\]  
(8)
where \( T_0 \) is a threshold; and \( \| \gamma_i \|_0 \) is the pseudo \( l_0 \)-norm, which can be implemented by counting the number of non-zero entries. One of the popular approaches to solve the above optimization problem is the K-SVD algorithm [51]. Instead of \( l_0 \)-norm, we can also choose to use the \( l_1 \)-norm since both the \( l_0 \)-norm and \( l_1 \)-norm promote sparsity. When \( l_1 \)-norm is used, methods such as the basis pursuit [52] or lasso [53] can be used as in online dictionary learning (ODL) [54].

Given a dictionary \( D \), the sparse representation \( \gamma = [\gamma_1, \gamma_2, \ldots, \gamma_N] \in \mathbb{R}^{L \times N} \) of a signal \( X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{M \times N} \) can be obtained through a process known as the sparse coding, which can be expressed as another minimization problem as follows:
\[
\arg \min_{\gamma_i} \| x_i - D \gamma_i \|_2^2 \quad \text{s.t.} \quad \| \gamma_i \|_0 \leq T_0 \quad \forall i
\]  
(9)
(9) can be solved by using the orthogonal matching pursuit algorithm (OMP) [55]. Since the sparse codes of a signal can also be considered as its features, recently there are many works trying to use the dictionary learning methods in signal classification applications [36-41, 56]. However, traditional dictionary learning methods are for signal reconstruction purposes (such as compressive sensing). The discriminative power of the dictionaries needs to be improved for using them in classification applications. To do so, researchers have developed several approaches to learn a classification-oriented dictionary in a supervised learning fashion by exploring the class label information. More specifically, denote \( W \in \mathbb{R}^{m \times L} \) to be a model parameter which assigns the class label for a given sparse code, where \( m \) denotes the number of classes to be discriminated. Two approaches are commonly used for assigning the class labels, either by minimizing the class-specific residue [41] or by a linear classification [37, 38]. In this research, we employ the later approach. \( W \) can be jointly learned with the dictionary \( D \) based on a cost function as follows:
arg min_{D,W,f} \left\| X - Df \right\|_2^2 + \lambda_2 f(W) + \lambda_3 f(D) \quad \text{s.t.} \forall i \left\| f_i \right\| < T_0

(10)

\( f(D) \) denotes a function that forces the sub-dictionaries in \( D \) for different classes to be as incoherent as possible [37, 41]. \( f(W) \) denotes a classifier function, e.g., a linear classifier [38], a label consistent term [37], a logistic function [36], Fisher discrimination criterion [57]. And \( \{\lambda_i\}_{i=1,2,3} \) denote the regularization parameters. Comparing with (8), it can be seen that additional constraints are added in (10) for improving the discriminative power of the learned dictionary. In this work, we use a similar approach to learn a dictionary that can effectively detect the period order information of the fringe images and in turn facilitate the reconstruction of the 3D model of the object.

III. PROPOSED ALGORITHM

A. Encoding of the Period Order Information

Recall from Section II-A that our goal is to accurately evaluate the true phase map \( \varphi \) from the wrapped phase map \( \hat{\varphi} \) computed from the fringe image. Once \( \varphi \) is obtained, the 3D model of the object at each scene point can be evaluated using (2). In fact, there is a direct relationship between \( \varphi \) and \( \hat{\varphi} \) as follows [24]:

\[ \varphi = \hat{\varphi} + K2\pi \]

(11)

where \( K \) is also called the K-map. It gives the missing period order information (or the k-value) of \( \hat{\varphi} \). If it is known, the phase unwrapping problem is solved. The key idea of the proposed method is to encode the K-map with some unique textural patterns. They are then embedded into the fringe patterns and projected onto the object. Thus the captured fringe image can be formulated as:

\[ X = X_1 + X_2, \]

(12)

where \( X_1 \) denotes the original sinusoidal fringe pattern (i.e. \( g \) in (1)); and \( X_2 \) denotes the code patterns that encode the k-value. It is defined by,

\[ X_2 = \Theta(K(\varphi)) \]

\[ K: \mathbb{R} \rightarrow \mathbb{Z}_+ \]

\[ \varphi \mapsto \left\lfloor \frac{\varphi + \pi}{2\pi} - \pi \right\rfloor \]

(13)

where \( \Theta \) is an encoding function for each k-value; and \( \lfloor \cdot \rfloor \) is the floor function that gives the closest smaller integer number. Hence \( X_2 \) is unique for each k-value.

When designing the encoding function \( \Theta \), it is important to ensure that: 1) \( \Theta \) can generate some code patterns \( X_2 \) which have different morphological structures from \( X_1 \), e.g., different frequencies, colors, etc.; and 2) \( X_2 \) should have a unique feature for each k-value. In this paper, we propose to construct the code patterns by a concatenation of image patches (or textons). An example of five unique textons and their corresponding code patterns are shown in Fig. 2. As can be seen in the figure, each texton has the size of 5x5 pixels and has a unique orientation and scale. It will give a unique response when applying to a 2D band-pass multiresolution transform filter, e.g. the Gabor filter. As shown in column 3 of Fig. 2, one unique code pattern is assigned to each k-value of the fringe.

We shall discuss in the next few sections how the k-value can be efficiently decoded by using a dictionary learning method.

B. Overview of the Proposed Decoding Algorithm

As illustrated in Fig. 3, the proposed decoding algorithm consists of an offline stage performed during the system calibration and an online stage when the object’s 3D model is actually reconstructed. At the offline stage, a large number of training fringe patterns, which have been encoded with different code patterns, are first applied to a modified MCA procedure so that the fringe patterns and codes patterns are separated. Since the k-values that the code patterns represent are known, a supervised label consistent K-SVD (LC-KSVD) training process [37] can be carried out for learning a discriminative dictionary \( D \) and a linear classifier \( W \) which will be used at the online stage.

At the online stage, the encoded fringe images of the testing object are fed to a modified MCA procedure to separate the fringe patterns and the code patterns. The wrapped phase map \( \hat{\varphi} \) is then computed from the fringe patterns while the k-values of \( \hat{\varphi} \) are determined by feeding the code patterns to the discriminative dictionary \( D \) and a linear classifier \( W \) learned at the offline stage. These k-values thus obtained are used to guide a multilevel phase unwrapping procedure to evaluate the true phase map \( \varphi \) and in turn reconstruct the 3D model of the object. Details of the algorithm will be explained in the following subsections.

C. The modified MCA

For a typical FPP setup, a fringe pattern needs to go through various optical devices before being captured by the camera. Hence the captured fringe images are often noisy and blurred,

![Fig. 2. 5x5 pixel binary textons (most left); the code pattern generated by the corresponding texton (second column); and the encoded fringe pattern (column three).](image-url)
which can be formulated as,
\[ Y = \mathcal{K}(X_1 + X_2) + \varepsilon \]  \hspace{1cm} (14)
where \( Y \) is the captured image; \( \mathcal{K} \) is the blurring kernel; \( \varepsilon \) is a Gaussian white noise of known variance. \( X_1 \) and \( X_2 \) are defined as in (12) and (13). \( Y \) can be interpreted as the convolution of the original encoded fringe pattern with the blurring kernel plus additive Gaussian white noise.

Given a predefined transform matrices \( \Phi_1 \) and \( \Phi_2 \), the problem in (14) can be formulated as an optimization problem similar to (5) as follows:
\[
\arg\min_{\alpha_1, \alpha_2} ||Y - \mathcal{K}(\Phi_1\alpha_1 + \Phi_2\alpha_2)||^2_2 + \lambda_1 ||\alpha_1||_1 + \lambda_2 ||\alpha_2||_1 \]  \hspace{1cm} (15)
where \( \alpha_i \) are the sparse representations of \( \{X_i\}_{i=1,2} \) and \( \lambda_i \) are the regularization parameters. (15) can still be solved by using the MCA with a slight modification. First, we employ

Fig. 3. Flowchart of the proposed FPP method for 3D model reconstruction
similar to [47, 58] the tuned-Q wavelet transform (TQWT) for the implementation of \( \Phi_1 \) and \( \Phi_2 \). They fulfill the mutual incoherence requirement and can efficiently capture the structures of interest (i.e. having sparse \( \alpha_i \)). For performing the MCA, we first utilize the splitting variable approach. Let,

\[
f_1(v) = \|v - K \Phi v\|^2, \quad f_2(\alpha) = \lambda_1 \|\alpha_1\|_1 + \lambda_2 \|\alpha_2\|_1
\]

(16) with

\[
\Phi = [\Phi_1 \quad \Phi_2], \quad v = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}, \quad \alpha = \begin{bmatrix} \alpha_1 \\ \alpha_2 \end{bmatrix}
\]

(17) can be written as the following iterative optimization procedure: Given the initial \( v^0 \) and \( \delta^0 \),

\[
\alpha^{k+1} = \arg \min_{\alpha} \lambda_1 \|\alpha_1\|_1 + \lambda_2 \|\alpha_2\|_1 + \frac{\mu}{2} \|\alpha - v^k - \delta^k\|^2
\]

\[
v^{k+1} = \arg \min_{v} \|v - K \Phi v\|^2 + \frac{\mu}{2} \|\alpha^{k+1} - v - \delta^k\|^2
\]

\[
\delta^{k+1} = \delta^k - (\alpha^{k+1} - v^{k+1})
\]

Since the tight-framed TQWT is used for the implementation of \( \Phi_1 \) and \( \Phi_2 \) ; and \( \mathcal{K} \) can be assumed to be a circular convolution operator, \( \mathcal{K}, \Phi_1 \) and \( \Phi_2 \) can be factorized as,

\[
\mathcal{K} = U^T H U, \quad \Phi_i = U^T C_i U \quad \forall i \in 1, 2
\]

(19) where \( U \) represents the discrete Fourier transform (DFT), \( U^T = U^{-1} \) is its inverse; \( H \) and \( C_i \) are some diagonal matrices. As shown in Appendix A, (18) can be simplified to the following iterative algorithm such that the fringe pattern and the embedded code pattern (i.e. \( X_1 \) and \( X_2 \) as defined in (12) and (13)) can be obtained from the observed blurred and noisy fringe image \( Y \):

**Algorithm I: Modified MCA**

Given the initial \( v^0 \) and \( \delta^0 \),

1. \( \delta^{k+1} = \delta_k + (v_k + \delta_k) - \delta_k \)
2. \( v^{k+1} = \frac{1}{\mu} (I - U^T FU) \left( \Phi_i^T \mathcal{K}^T Y + \mu \delta^{k+1} \right) \)
3. \( \delta^{k+1} = \delta^{k+1} - v^{k+1} \)

For the algorithm, we assume that \( \Phi \) are in a tight frame, i.e. \( \Phi \Phi^T = 2I \). The definition of most parameters is the same as in Section II-B, except a new parameter \( F \) is introduced which is defined as follows:

\[
F = C^T H' \left( \mu + 2 \|H\|^2 \right)^{-1} H C
\]

(20) where \( H' \) is the complex conjugate of \( H \); \( \|H\|^2 \) is the squared absolute values of the entries of the diagonal matrix \( H \); and \( C = [C_1 \quad C_2] \). In (20), the expression \( H' (\mu + 2 \|H\|^2)^{-1} H \) is actually a Wiener filter in the frequency domain. It helps to enhance the blurred and noisy fringe image to facilitate the decomposition.

One of the important features of Algorithm I is its fast computation speed. In the algorithm, the term \( \Phi_i^T \mathcal{K}^T Y \) can be pre-computed before the iteration; and \( F \) can be computed efficiently since it is performed in the Fourier domain. The total computation cost is only \( O(rN \log_2 N) \), where \( N \) is the total number of pixels of the fringe image and \( r \) is the redundancy factor which is set to 2. Fig. 4 shows the results of using Algorithm I to decompose an encoded fringe image with various regularization parameter \( \lambda \). As shown in the figure, the fringe pattern \( X_1 \) and the code patterns \( X_2 \) can be clearly extracted from the encoded fringe image when \( \lambda_1 \) is set to -0.3 (\( \lambda_1 + \lambda_2 = 1 \)). The parameter \( \lambda_1 \) and \( \lambda_2 \) are set at the offline stage empirically.

Fig. 4. Decomposition of the encoded fringe image using the modified MCA with different regularization parameter \( \lambda \): The input encoded fringe image (the most left column); the decomposed fringe pattern \( X_1 \) (top row); the decomposed code patterns \( X_2 \) (bottom row); with different regularization parameter \( \lambda \).
D. Dictionary Learning

In this section, we present the dictionary learning procedure and how the learned dictionary and the linear classifier are used in the k-value estimation.

1) Training Set for Dictionary Learning

To construct a reliable and robust dictionary, a large number of high-quality image patches is needed for the training process. For the proposed algorithm, the image patches are selected during the offline stage by first projecting the encoded fringe pattern on a flat surface and capturing the resulting fringe image following the standard FPP approach. Since the object is a flat surface, there will not be any phase jump hence all k-values can be easily determined from the fringe image. They will be used as the ground truth for training the dictionary. As mentioned above, the encoded fringe image will go through the modified MCA such that the fringe pattern and code patterns are separated. For each region $R^k$ in the separated code pattern (where $k$ is the k-value of that region), a set of code pattern patches and their Gabor features can be obtained. Let,

$$ P^k = \{ p^k_i \}_{i=1}^{N^k} \quad \text{and} \quad \zeta^k = \{ \zeta^k_i \mid \zeta^k_i = G(p^k_i) \}_{i=1}^{N^k} \tag{21} $$

where $P^k$ and $\zeta^k$ are a patch set and a patch feature set, respectively. $N^k$ is the number of training patches in $P^k$. In our experiments, we randomly select 256 patches ($N^k = 256$) for each $k$. Suppose we have $K$ k-values, i.e. $k = 1, \ldots, K$, the total number of training patches is $N^k K$.

In (21), $G(\cdot)$ is a function that extracts the features of a given patch. For the proposed system, the Gabor transform is used to extract the features of the patches. The Gabor features are obtained by convolving a patch $p$ with a Gabor kernel of $J$ scales, i.e. $j = 1, \ldots, J$; and $\Theta$ orientations, i.e. $\Theta = 1, \ldots, \Theta$. It results in a complex vector which can be written as, $\rho^k_{j,\Theta} = p^k \ast G_{j,\Theta}$, where ‘$\ast$’ denotes the convolution operator. The final feature set $\zeta^k$ is formed by taking the mean of the complex vectors $\rho^k_{j,\Theta}$ of different scales and orientation defined as follows:

$$ \zeta^k = \left[ \rho_{1,1}, \ldots, \rho_{j,\Theta}, \ldots, \rho_{J,1}, \ldots, \rho_{J,\Theta} \right] \tag{22} $$

where $|\rho|$ is the mean of the magnitude of $\rho$. From our experiments, we observe that good results can be obtained by setting $J = 3$ and $\Theta = 6$.

2) Discriminative Dictionary Learning and Linear Classifier

To learn a discriminative dictionary $D$, we employ the label consistent K-SVD algorithm version 1 (LC-KSVD1) [37] which minimizes the following objective function,

$$ \arg \min_{D,A,\gamma} \left\| Z - D \gamma \right\|_F^2 + \left\| B - A \gamma \right\|_1 \quad \text{s.t.} \quad \forall i, \left\| \gamma_i \right\|_0 \leq T \tag{23} $$

where $Z = \{ \zeta^1, \zeta^2, \ldots, \zeta^K \} \in \mathbb{R}^{OJ \times N^k K}$ is the training feature set. Each column of $Z$ is a patch feature $\zeta^k_i = G(p^k_i)$ with $p^k_i \in X^k$. As it is indicated in [37], (23) will learn a dictionary $D \in \mathbb{R}^{OJ \times L}$ which gives the sparse codes $\gamma \in \mathbb{R}^{L \times N^k K}$ of $Z$. Besides, the second term of (23) enhances the discriminability of $\gamma$ by minimizing the difference between the linear transformation of $\gamma$ and a discriminative block diagonal binary matrix $B \in \mathbb{R}^{N^k K \times N^k K}$ defined as follows:

$$ B = \begin{bmatrix} 1_{N^k \times N^k} & 0 & 0 & 0 \\ 0 & 1_{N^k \times N^k} & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & 1_{N^k \times N^k} \end{bmatrix} \tag{24} $$

where $1_{N^k \times N^k}$ is a square matrix of size $N^k \times N^k$ with all elements equal to 1. It forces the code pattern patches of the same period order $k$ to have very similar sparse representations. It results in good classification performance even using a simple linear classifier as will be discussed below. The matrix $D$ and $A$ are initialized using the discrete cosine transform (DCT) basis and updated using the approach in [37].

When a discriminative sparse code of a patch is obtained, we need a classifier to determine the k-value that the code represents. As mentioned above, it is sufficient to use a linear classifier which can be obtained by solving the following minimization problem:

$$ \arg \min_{\gamma} \left\| H - W \gamma \right\|_2^2 + \lambda_w \left\| W \right\|_1 \tag{25} $$

where $W$ is the required classifier and $\gamma$ is obtained from (23). $\lambda_w$ is a constant to control the contribution of the corresponding term; and

$$ H = \begin{bmatrix} 1_{1 \times N^k} & 0 & 0 & 0 \\ 0 & 1_{1 \times N^k} & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & 1_{1 \times N^k} \end{bmatrix} \tag{26} $$

(25) has a close form solution as follows:

$$ W = H \gamma^T (\gamma^T + \lambda_w I)^{-1} \tag{27} $$

E. Applying to Phase Unwrapping

Both the dictionary $D$ and the linear classifier $W$ will be used at the online stage to determine the k-values of the code patterns. At the online stage, the input encoded fringe image will go through a modified MCA procedure so that the fringe pattern and code patterns are separated as indicated in Fig. 3. Patches are extracted from the code patterns and their Gabor features are obtained using the same approach as in (22). Given a patch feature vector $\tilde{\zeta}$, the following sparse coding method can be used to obtain its sparse code $\tilde{\gamma}$:

$$ \arg \min_{\gamma} \left\| \tilde{\zeta} - D \gamma \right\|_2^2 \quad \text{s.t.} \quad \left\| \gamma \right\|_0 \leq T_0 \tag{28} $$
algorithm as mentioned above is applied to each code pattern patch and the resulting K-maps are shown. For the Q-map patch centered at position \((x, y)\), the mean \(\mu = Q(x, y)\) of the patches is also evaluated. In the second row, the code pattern patch and Q-map patch are near the boundary of the object. Hence some of the Q values (fourth column) are rather high which means that they are not suitable for phase unwrapping. It can be seen that the corresponding Q-map patch has a high mean value. One can also see that the K-map estimated in the corresponding location (third column) is quite far away from the ground truth (second column). The same can be seen in the results in the final row. The code pattern patch and Q-map patch are at the location where distortion is found due to the specular reflection to the object. It can be seen that the corresponding Q-map patch has a relatively higher mean value. And the K-map estimated in the corresponding location (third column) is also somewhat different from the ground truth (second column). On the contrary, the code pattern patch and Q-map patch in the third row are at the smooth region of the object. The mean of the Q-map patch is low and the K-map estimated is very close to the ground truth. The above observation is expected since for the code pattern patches located at the positions where there are abrupt changes in the fringe pattern, both the MCA and the classification algorithm which heavily rely on the second order statistics in the optimization process will have difficulty to obtain statistically stationary data. Hence the estimation is prone to error.

Consequently, the proposed algorithm first chooses a point \((x, y)\) in the wrapped phase map \(\phi\) such that the mean value of the Q-map patch at the same position, i.e. \(\bar{Q}(x, y)\), is low. The sparse k-value classification algorithm is then applied to the code patterns to obtain the k-value at this position. Then starting from this position of the wrapped phase map, the traditional multilevel scanline phase unwrapping algorithm is used to unwrap the phase data. The whole procedure can be summarized as follows:

**Algorithm II**

**Inputs:** The wrapped phase map \(\phi\), the quality map \(Q\)

**Output:** The unwrapped phase map \(\phi\)

1. **Initialize** \(\text{minQThresh}\) with a small value
2. **Repeat**
   (a) Randomly select a point \((x, y)\) where \(Q(x, y) < \text{minQThresh}\)
   (b) If the true phase and k-value of a neighbor of \((x, y)\) has been obtained, directly compute \(\phi(x, y)\) and its k-value based on those of its neighbor.
   (c) Otherwise, estimate the k-value using the proposed sparse k-value classification algorithm (i.e. (28) and (29)). Then based on the estimated k-value, compute \(\phi(x, y)\).
   (d) Starting from \((x, y)\), scan all other pixels of which the Q value also smaller than \(\text{minQThresh}\). Repeat steps (a), (b) and (c) for all these pixels.
   (e) If no more pixel whose Q value has a mean smaller than \(\text{minQThresh}\), increase the value of \(\text{minQThresh}\) by a fixed amount.
3. **Until** no more pixel to be unwrapped

Similar to the traditional multi-level scanline phase unwrapping algorithm [45], Algorithm II is very simple that
can be implemented with real time performance. In addition, it allows true phase estimation even when there are multiple disconnected regions in the wrapped phase map, which is common for fringe images of complex scene. In such situation, traditional algorithms such as [45] will fail since in these regions, their wrapped phase data cannot find any neighbors with known true phase or k-value hence unwrapping cannot be carried out. And since most traditional algorithms do not have the remedy such as Step 2c of Algorithm II, errors cannot be avoided. For Algorithm II, the k-value and hence the true phase in these regions can be obtained based on the sparse k-value classification algorithm. It allows the algorithm to be applicable for fringe images of complex scene. Some examples will be given in Section IV to illustrate the performance of the proposed algorithm.

IV. Experiments and Results

To verify the proposed algorithm, a series of FPP experiments were conducted using different real objects. To implement these experiments, an FPP hardware setup that contains a DLP projector and a digital SLR camera was adopted. The projector has a 2000:1 contrast ratio with light output of 3300 ANSI lumens and the camera has a 22.2 x 14.8mm CMOS sensor and a 17-50mm lens. Both devices were connected to a computer with a 3.4GHz CPU and 16GB RAM for image processing. They were placed at a distance of 700mm-1200mm from the object. The program code was written in MATLAB running on a personal computer at 3.4 GHz. The resolution of the testing fringe images is 728x640 pixels.

A. Quantitative Evaluation

The first experiment was to reconstruct the 3D model of a shiny flat board. Since the ground truth of the flat board can be easily measured, it allows us to have an objective comparison of the accuracy of different methods. For this experiment, the size of the board is 500mm×400mm. Different methods were tested including the conventional phase shifting profilometry (PSP) with the Goldstein phase unwrapping algorithm (PSP+Goldstein) [13, 14, 59, 60], the PSP method with speckle-embedded fringe patterns (PSP-Speckle) [33], and the proposed algorithm. All methods use three phase shifted fringe patterns to implement the PSP. While PSP+Goldstein is the conventional approach, PSP-Speckle was recently proposed and indeed similar to the proposal algorithm in the sense that it also embeds code patterns into the fringe patterns to carry the period order information. However, it does not use the MCA method to separate the code patterns and fringe patterns; and it also does not use the dictionary method to decode the code patterns. To understand the importance of the modified MCA in the proposed algorithm, we try to replace it by using the traditional method as in PSP-Speckle, i.e. simply summing up all frames to remove the fringe pattern and obtain the code.
Fig. 9. Objects that form complex scenes. (a) A head sculpture and a plastic toy; (b) a plastic banana occluded by a jar; (c) a jar with texture and highlights; (d) a plastic bag with regular textual pattern; and (e) a ceramic plate with complex texture cover the whole object.

The proposed method also tackles the ambiguity problems while the other methods fail to deliver.

B. Qualitative Evaluation

For qualitative evaluation, objects that form a complex scene as depicted in Fig. 9 are considered. In these scenes, highlight regions, sudden intensity jump, occlusion, or bias due to the object’s texture can be found. To be specific, the first scene consists of a head sculpture and a color plastic toy. The second scene consists of a plastic banana occluded by a jar. The third scene consists of a jar with texture and highlights. The fourth consists of a plastic bag with regular textual pattern. And the last scene consists of a ceramic plate with complex texture covering the whole object.

Similar to the first experiment, we compare the proposed algorithm with the conventional method (PSP+Goldstein) [13, 14, 59, 60] and PSP-Speckle [33]. The result of the comparison is illustrated in Fig. 11. In the figure, the ground truth is generated by scanning the scenes using 30 fringe pattern images with the period order determined manually. As shown in the figure, the resulting 3D models generated by the PSP+Goldstein method are erroneous for scene 1 and 2. When using the PSP+Goldstein method, it is traditionally assumed that a reference point (usually at the center of the image) is known so that a complete depth map can be grown from this reference point using the Goldstein method. Such assumption is valid only when there is only one object located at that reference point. For scene 1, both objects are not located at the center. And since there is no period order information provided in the fringe images, there is no way to estimate the absolute depth of the objects. For scene 2, it is noted that the plastic banana is located at the center of the image hence its absolute depth can be obtained from the reference. However, due to the shadow of the jar, the two objects are disconnected as can be seen in the second image in Fig. 9. Thus the depth estimation of the jar cannot be conducted through the reference at the plastic banana, and leads to the erroneous result. In practice, additional
Hardware setup is required to give the reference for each disconnected region (such as using some tiny markers as in [13]). Without those reference points, unsatisfactory results will be obtained as in the first two images of the first row in Fig. 11.

Unlike the conventional PSP methods, both the PSP-Speckle method and the proposed algorithm provide the period order information and are able to obtain the true phase correctly as shown in Fig. 11 (the second and the third row). However, the PSP-Speckle method can give erroneous results when the scene is complex. As illustrated in Fig. 11 (the third to the fifth scene), distortion of different extents is found in the reconstructed 3D models using the PSP-Speckle method. Since the PSP-Speckle method does not have measure to remove the speckles from the fringe images, they can appear as noises in the reconstructed 3D model. Such noises may not only affect the smoothness of reconstructed 3D model surface, sometimes they can lead to erroneous reconstruction particularly in the regions where the fringe images have other artifacts, such as highlights (see the results of the third scene in Fig. 11 and its vertical gradient in Fig. 13).

Besides, incorrect period order information is generated when the object itself contains large textural pattern (such as the fourth and the fifth scene). They are confused with the speckles and lead to the erroneous k-value estimation as shown in Fig. 11 (second row, fourth and fifth columns) and Fig. 12.
(blue dash dot line). To further illustrate this, we show in Fig. 10a the speckle map of the fifth scene after the fringe pattern is removed. It can be seen that the texture remained in the speckle map lets the speckles (i.e., the bright dots) be imperceptible. Most period order estimation procedures will fail in this situation. The same problem does not exist for the proposed algorithm since, by using the modified MCA, the code pattern can be effectively separated from the textural pattern of the object, as they have different morphological structures. The performance can be seen in Fig. 10b. Together with the dictionary learning method which significantly enhance the classification power, the proposed algorithm (the third row) can accurately recover the 3D model of an object and the results are close to the ground truth (as can be seen in the images in the third row of Fig. 11). More experimental results are shown in Fig. 14. They show the robustness of the proposed algorithm.

V. CONCLUSIONS

In this paper, we have presented a robust algorithm for fringe projection profilometry (FPP). The proposed approach solves the ambiguity problem by embedding codes patterns which carry the period order information to the fringe patterns. Unlike the traditional approaches, the proposed algorithm does not require special hardware setup or projecting additional fringe patterns. The key ingredients of the proposed algorithm include a modified morphological component analysis (MCA) for separating the code patterns and the fringe patterns; and a sparse dictionary learning and classification procedure for determining the k-values from the extracted code patterns. They are integrated to a multilevel quality guide phase unwrapping procedure to allow the phase unwrapping to be carried out in fringe images of complex scenes. Experimental results have demonstrated the superiority of the proposed algorithm over the traditional approaches in terms of robustness and accuracy. The proposed algorithm only requires approximately 300ms when running on a normal personal computer in the Matlab environment. We believe the computational efficiency can be further increased when working in industrial-grade computing systems.
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APPENDIX A: PROOF OF ALGORITHM I

Consider the minimization problem as stated in (15),
\[
\arg\min_{\alpha_1, \alpha_2} \|Y - \Phi \alpha_1 + \Phi_2 \alpha_2\|^2 + \lambda_1 \|\alpha_1\| + \lambda_2 \|\alpha_2\|.
\]

Applying the variable splitting method, the above problem can be reformulated as,
\[
\arg\min_{\alpha, \nu} f_1(\nu) + f_2(\alpha) \quad \text{s.t.} \nu = \alpha
\]

where
\[
f_1(\nu) = \|Y - \Phi \nu\|^2, \quad f_2(\alpha) = \lambda_1 \|\alpha_1\| + \lambda_2 \|\alpha_2\|.
\]

\[
\Phi = [\Phi_1, \Phi_2], \quad \nu = \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}, \quad \alpha = \begin{pmatrix} \alpha_1 \\ \alpha_2 \end{pmatrix}, \quad \lambda = \begin{pmatrix} \lambda_1 \\ \lambda_2 \end{pmatrix}, \quad \lambda_1, \lambda_2 > 0.
\]

Using the augmented Lagrangian method (ALM), the solution of the above problem can be written as an iterative algorithm as follows:

**Initialize** \( k \leftarrow 0, \mu > 0, \delta^0, \) and \( v^0 \)

**Repeat**

\[
\alpha^{k+1} \leftarrow \arg\min_{\alpha} \lambda_1 \|\alpha_1\| + \lambda_2 \|\alpha_2\| + \mu / 2 \|\alpha - v^k - \delta^k\|^2;
\]

\[
v^{k+1} \leftarrow \arg\min_{\nu} \|Y - \Phi \nu\|^2 + \mu / 2 \|\nu - \alpha^{k+1} - v^k - \delta^k\|^2;
\]

\[
\delta^{k+1} \leftarrow \delta^k - (\alpha^{k+1} - v^{k+1})
\]

\( k \leftarrow k + 1 \)

**Until** meet the stopping criteria

In the above algorithm, line 3 can be solved using the soft-thresholding while line 4 is a least squares problem which
can be solved in its explicit form. By substituting \( z = \alpha - \delta \), the above algorithm can be rewritten as:

**Initialize** \( k \leftarrow 0, \mu > 0, \delta^0, \) and \( v^0 \)

**Repeat**

\[
\begin{align*}
 z^{k+1} & = S_{\mu/\lambda} (v^k + \delta^k) - \delta^{k+1} \\
 v^{k+1} & = (\Phi^T K^T \Phi + \mu I)^{-1} (\Phi^T K^T Y + \mu z^{k+1}) \\
 \delta^{k+1} & = v^{k+1} - z^{k+1} \\
 k & \leftarrow k + 1
\end{align*}
\]

**Until** meet the stopping criteria

where \( S_x(y) \) is the soft-thresholding of \( y \) with a threshold \( x \). Now let us focus on the first term in line 4 of the above algorithm. Since we adopt a tunable Q-factor wavelet transform (TQWT) which has a tight frame \((\Phi_i, \Phi_i^T = I)\) for both \( \Phi_1 \), and \( \Phi_2 \), we have:

\[
\Phi \Phi^T = [\Phi_1 \Phi_2] \begin{bmatrix} \Phi_1 & \Phi_2 \end{bmatrix} = \Phi_1 \Phi_1^T + \Phi_2 \Phi_2^T = 2I
\]

Thus applying the Sherman-Morrison-Woodbury matrix inversion lemma to the first term in line 4, we have

\[
(\Phi^T K^T \Phi + \mu I)^{-1} = \frac{1}{\mu} (I - \Phi^T K^T (\mu I + 2K^T K)^{-1} K \Phi)
\]

Also, since the TQWT is adopted, \( \Phi_1 \) and \( \Phi_2 \) can be implemented efficiently in the Fourier domain. Assume that \( \mathcal{K} \) can be approximated as a circular convolution operator. Then \( \mathcal{K}, \Phi_1, \) and \( \Phi_2 \) can be factorized as

\[
\mathcal{K} = U^T H U, \Phi_2 = U^T C_2 U, \Phi_1^T = U^T C_1^T U, \forall i \in 1,2
\]

where \( U \) represents the discrete Fourier transform (DFT), \( U^T = U^{-1} \) is its inverse; \( H \) and \( C_i \) are some diagonal matrices. Therefore the above terms can be written as,

\[
\begin{align*}
\Phi_i^T (\mu I + p K^T K)^{-1} \Phi_2 & = U^T C_i^T H^* U (\mu I^T U + 2U^T H H^* U)^{-1} U^T H C_2 U \\
& = U^T C_i^T H^* (\mu + 2 |H|^2)^{-1} H C_2 U
\end{align*}
\]

where \( H^* \) is the complex conjugate of \( H \); \( |H|^2 \) is the squared absolute values of the entries of the diagonal matrix \( H \); and \( C = [C_1 \ C_2] \). By substituting the above term to the algorithm, **Algorithm 1** is obtained as follows:

**Initialize** \( k \leftarrow 0, \mu > 0, \delta^0, \) and \( v^0 \)

**Repeat**

\[
\begin{align*}
 z^{k+1} & = S_{\mu/\lambda} (v^k + \delta^k) - \delta^{k+1} \\
 v^{k+1} & = \frac{1}{\mu} (I - U^T FU) (\Phi_i^T K^T Y + \mu z^{k+1}) \\
 \delta^{k+1} & = v^{k+1} - z^{k+1} \\
 k & \leftarrow k + 1
\end{align*}
\]

Until meet the stopping criteria. (Q.E.D.)
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