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This work derives new asymptotic Cramér-Rao lower bounds (CRB) for the estimation of multiple pure-tone incident signals’ azimuth-elevation arrival-angles, polarization parameters, frequencies, amplitudes, and temporal phases—based on data collected by spatially collocated but orthogonally oriented dipoles and/or loops. The incident sources are pure-tones at distinct, deterministic but unknown frequencies, in contrast to the case of all incident sources at one common known frequency, as has been investigated in the existing research literature on the CRB for diversely-polarized direction-finding. The derived CRBs are closed-form expressions, explicitly in terms of the signal parameters. The new CRBs presented here reveal how a constituent dipole and/or loop’s presence and orientation may affect estimation precision, thereby offering guidelines to the system engineer on what dipole(s) and/or loop(s) to include or to omit in constructing the electromagnetic vector-sensor.

I. INTRODUCTION

A. Electromagnetic Vector-Sensors for Direction-Finding and Polarization Estimation

A completely polarized transverse electromagnetic wave with unit power, traveling through a homogeneous isotropic medium, is characterized in Cartesian spatial coordinates by the six electromagnetic components [8]:

\[
\begin{bmatrix}
    e_x(\psi, \phi, \gamma, \eta) \\
    e_y(\psi, \phi, \gamma, \eta) \\
    e_z(\psi, \gamma, \eta) \\
    h_x(\psi, \phi, \gamma, \eta) \\
    h_y(\psi, \phi, \gamma, \eta) \\
    h_z(\psi, \gamma)
\end{bmatrix}
\]

where \( e(\psi, \phi, \gamma, \eta) \) represents the 3 \times 1 electric-field vector, \( h(\psi, \phi, \gamma, \eta) \) refers to the 3 \times 1 magnetic-field vector, \( 0 \leq \psi \leq \pi \) denotes the signal’s elevation angle measured from the vertical z-axis, \( 0 \leq \phi < 2\pi \) symbolizes the azimuth angle measured from the positive x-axis, \( 0 \leq \gamma < \pi/2 \) refers to the auxiliary polarization angle, and \( -\pi < \eta < \pi \) represents the polarization phase difference. The numerical superscript in \( \Theta^{(i)}(\psi, \phi) \) refers to the number of component-antennas in the vector-sensor, which is defined below.

A series of recent papers have investigated the estimation accuracy for direction-finding and/or polarization estimation using one electromagnetic vector-sensor, which comprises a spatially collocated but diversely oriented collection of electromagnetically short dipoles and/or magnetically small loops. Four specific electromagnetic vector-sensor configurations are as follows.

\[ \Theta^{(i)}(\psi, \phi) = i \]

1This paper will use the following notation: (\( \cdot \))^T for transposition, (\( \cdot \))^H for the Hermitian operation, diag(\( x_1, \ldots, x_N \)) for an \( N \times N \) diagonal matrix with \( x_1, \ldots, x_N \) as the diagonal elements, Re(\() for a complex entity’s real-value part, \( \otimes \) for the Kronecker product, \( \circ \) for an element-wise (Hadamard) product operator, \( j \) for \( \sqrt{-1} \), \( \mathbf{I}_N \) for an \( N \times N \) identity matrix, vec(\() for stacking a matrix’s columns into one column vector, and \( O(N) \) for an order-of-magnitude same as \( N^i \) where \( i \) is an integer.
A dipole-triad \([32, 38]\) consisting of three collocated but orthogonally oriented electrically short dipoles, has been used in \([1, 2, 24, 25, 27, 37, 43, 44, 48]\), and \([49]\) for multiple-source azimuth-elevation direction-finding, tracking and polarization estimation. The dipole-triad’s 3 × 1 array manifold equals \(\mathbf{a}(\psi, \phi, \gamma, \eta) = \mathbf{e}(\psi, \phi, \gamma, \eta)\).

A loop-triad \([40]\) consisting of three collocated but orthogonally oriented magnetically small loops, has been used for the above purpose in \([37, 44]\), and \([48]\). Such a loop-triad is characterized by the 3 × 1 array manifold

\[
\mathbf{a}(\psi, \phi, \gamma, \eta) = \mathbf{h}(\psi, \phi, \gamma, \eta) = \mathbf{e} \left( \psi, \phi, \gamma - \frac{\pi}{2}, -\eta \right) e^{j\eta}
\]

hence, the loop-triad’s array manifold is a duality to the dipole-triad’s. The dipole-triad’s and the loop-triad’s array manifolds may be expressed compactly as

\[
\mathbf{a}(\psi, \phi, \gamma, \eta) = \begin{bmatrix}
\cos \phi \cos \psi & -\sin \phi \\
\sin \phi \cos \psi & \cos \phi \\
-\sin \psi & 0
\end{bmatrix}
\]

where the “flag” \(d\) equals 1 for a dipole-triad and −1 for a loop-triad.

C. A dipole-triad collocated with a loop-triad has been used, towards those same above objectives, in \([4, 6–8, 14–16, 18–21, 26, 28, 29–31, 33–36, 41, 44–48]\), and \([51]\). Such a 6-component structure has a 6 × 1 array manifold \(\mathbf{a}(\psi, \phi, \gamma, \eta, \theta) = \left[ \mathbf{e}(\psi, \phi, \gamma, \eta) \right]^T\), where the superscript T denotes transposition. Six-component electromagnetic vector-sensors are already commercially available, for example, from Flam and Russell Inc. in Horsham, PA, and from EMC Baden Inc. in Baden, Switzerland.

D. Used in \([22, 48, 50]\) and \([52]\) are two horizontally and orthogonally oriented loops collocated with a vertically oriented dipole, matching the incident electromagnetic field emitted from a vertically polarized dipole, a scenario common in mobile uplink propagation. The resulting 3 × 1 array manifold equals \(\mathbf{a}(\psi, \phi, \gamma, \eta) = \left[ \mathbf{e}_1(\psi, \phi, \gamma, \eta), \mathbf{h}_x(\psi, \phi, \gamma, \eta), \mathbf{h}_y(\psi, \phi, \gamma, \eta) \right]^T\).

All above-listed configurations of the electromagnetic vector-sensor offer the following advantages for direction-finding and polarization estimation.

1. Polarization diversity among the vector-sensor’s constituent dipole(s) and/or loop(s) allows incident sources to be separated on account of their polarization differences in addition to their azimuth/elevation angular differences.

2. The component-antennas’ spatial collocation implies no spatial phase delay in the vector-sensor’s array manifold; hence, a vector-sensor can geolocate multiple near-field wideband sources as well as narrowband sources from the far-field, with no additional signal processing.

3. In a multi-source scenario, each source’s three Cartesian direction-cosine estimates (and thus each source’s azimuth-angle estimate and elevation-angle estimate) are automatically paired without additional signal processing.

B. Prior Cramér-Rao Bound Studies for Electromagnetic Vector-Sensors

Closed-form expressions of the Cramér-Rao bounds\(^2\) have been derived in or used in \([8, 11, 14, 21, 31, 35, 37, 44, 46, 47]\) to lower bound the accuracy in direction-finding and/or polarization estimation with the six-component electromagnetic vector-sensors of case C above, but only when all incident signals share one common carrier-frequency and each signal has a base-band-equivalent representation as a temporally uncorrelated stochastic processes.

The above signal model would be inapplicable to the “Uni-Vector-Sensor ESPIRT” algorithms in \([20]\) and \([36]\). Reference \([20]\) handles incident sources that are pure-tone signals and \([36]\) handles frequency-hop signals, which is instantaneously a pure-tone. Such pure-tone signals need to be modeled as deterministic sinusoids with: 1) deterministic, unknown but distinct frequencies, and 2) deterministic and unknown amplitudes, arrival angles, polarization parameters, and temporal phases.\(^3\)

Moreover, the present analysis produces closed-form Cramér-Rao bound expressions that are explicitly in terms of the signal parameters, unlike the

---

\(^2\)Theoretical performance bounds, besides the Cramér-Rao bound, for the vector-sensor have been investigated in \([8]\) and \([31]\).

\(^3\)The case with uniformly distributed uncorrelated temporal-phases would be analogous to the subsequent analysis, but with an additional step of taking the statistical expectation of the to-be-derived Fisher information matrix (FIM) with respect to the temporal phases’ uniform probability distribution. The size of the FIM would become smaller, having omitted all rows and columns referring to the temporal phase.
expressions in [8], [10], [11], [21], [31], [35], [37], [44], [46], [47]. Unlike [14], which offers closed-form explicit Cramér-Rao bound expressions only for the polarization parameters, this present analysis produces such expressions for all signal parameters, including the azimuth-elevation arrival directions, frequency, amplitude, and phase.

Cramér-Rao bound analysis for multiple pure-tone signals is available in [3], [5], [9], [12], [13] and [23] (among others), but not for the present diversely polarized electromagnetic vector sensor array manifolds.

II. DERIVATION OF THE NEW CRAMÉR-RAO BOUNDS

A. Statistical Model of the Data in the Present Parameter-Estimation Problem

With a total of $K$ completely polarized pure-tone sources and with additive zero-mean complex-valued Gaussian noise uncorrelated across time and across the component-antennas,$^5$ the data collected at time $t_n$ from the entire electromagnetic vector sensor equals [20]:

$$
\mathbf{z}(t_n) \triangleq \left[ \mathbf{a}(\psi_1, \phi_1, \gamma_1, \eta_1), \ldots, \mathbf{a}(\psi_K, \phi_k, \gamma_k, \eta_k) \right] \times \begin{bmatrix} s(t_n, f_k) \\ \vdots \quad \vdots \\ s(t_n, f_k) \end{bmatrix} + \begin{bmatrix} n(t_n, f_1) \\ \vdots \quad \vdots \\ n(t_n, f_k) \end{bmatrix}, \quad n(t_n, f_k) \triangleq b_k e^{i (2\pi f_k t_n + \varphi_k)}, \quad k = 1, \ldots, K
$$

(4)

where $b_k$ denotes the $k$th source's unknown deterministic amplitude, $f_k$ symbolizes the $k$th signal's distinct but unknown deterministic frequency, and $\varphi_k$ refers to the $k$th signal's unknown temporal phase. The above model differs from that in [8], [11], [14], and [37], wherein each incident signal is modeled as a temporally uncorrelated random sequence.

The entire data set equals:

$$
\mathbf{Z} \triangleq [\mathbf{z}(t_1) \cdots \mathbf{z}(t_N)]
$$

(5)

where $\{t_1, \ldots, t_N\}$ represents the set of distinct time-sampling instants. Subsequent analysis will assume that $t_{i+1} - t_i = \Delta_t$, $\forall i$. To be estimated are the $7K$ unknown deterministic scalars $\{b_k, f_k, \psi_k, \phi_k, \gamma_k, \eta_k, \varphi_k, \} \quad k = 1, \ldots, K$ from $\mathbf{Z}$. Define $\mathbf{\theta} \triangleq [\theta_1^T, \ldots, \theta_K^T]^T$, where

$$
\theta_k \triangleq [b_k, \psi_k, \phi_k, \gamma_k, \eta_k, \varphi_k, f_k]^T.
$$

(6)

Let $\mathbf{z} = \text{vec}(\mathbf{Z}) \sim \mathcal{N}(\mathbf{0}, \mathbf{\Gamma})$ be an $LN \times 1$ vector consisting of all collected time samples, where $L$ denotes the electromagnetic vector sensor’s number of constituent dipole(s) and/or loop(s).

$$
\mathbf{\mu}(\mathbf{\theta}) \triangleq \sum_{k=1}^K b_k \mathbf{a}(\psi_k, \phi_k, \gamma_k, \eta_k) \otimes \mathbf{s}_k,
$$

where

$$
\mathbf{s}_k \triangleq s(f_k, \varphi_k) = \left[ e^{i [2\pi f_k t_1 + \varphi_k]}, \ldots, e^{i [2\pi f_k (N-N+1) + \varphi_k]} \right]^T.
$$

(7)

The additive noise’s known covariance matrix equals

$$
\mathbf{\Gamma} = \mathbf{I}_N \otimes \mathbf{I}_{N \times N},
$$

with

$$
\begin{cases}
\text{diag}(\sigma_h^2, \sigma_h^2, \sigma_h^2) \\
\text{diag}(\sigma_h^2, \sigma_h^2, \sigma_h^2)
\end{cases}
$$

for the dipole-triad of case A

$$
\begin{cases}
\text{diag}(\sigma_h^2, \sigma_h^2, \sigma_h^2) \\
\text{diag}(\sigma_h^2, \sigma_h^2, \sigma_h^2, \sigma_h^2, \sigma_h^2)
\end{cases}
$$

for the loop-triad of case B

$$
\begin{cases}
\text{diag}(\sigma_h^2, \sigma_h^2, \sigma_h^2) \\
\text{diag}(\sigma_h^2, \sigma_h^2, \sigma_h^2, \sigma_h^2, \sigma_h^2)
\end{cases}
$$

for the 6-component of case C

$$
\begin{cases}
\text{diag}(\sigma_h^2, \sigma_h^2, \sigma_h^2) \\
\text{diag}(\sigma_h^2, \sigma_h^2, \sigma_h^2, \sigma_h^2, \sigma_h^2)
\end{cases}
$$

for the dipole-plus-two-loops of case D

(8)

This work will derive new Cramér-Rao bounds for the above data statistical model for each of the four aforementioned antennas-collocation cases.

B. Simplifying the Fisher Information Matrix

$$
\text{CRB}(\mathbf{\theta}) = \mathbf{J}^{-1}(\mathbf{\theta}),
$$

where the $7K \times 7K$ Fisher information matrix (FIM),

$$
\mathbf{J}(\mathbf{\theta}) = 2\text{Re} \left[ \left( \frac{\partial \mathbf{\mu}(\mathbf{\theta})}{\partial \mathbf{\theta}} \right)^H \mathbf{\Gamma}^{-1} \frac{\partial \mathbf{\mu}(\mathbf{\theta})}{\partial \mathbf{\theta}} \right]
$$

(9)

may be represented in a block-matrix form in terms of $K^2$ number of submatrices, each of size $7 \times 7$.

---

$^4$The derivation here parallels the approach in [39].

$^5$This noise model is used in [8], [11], [14], and [37].

---
where

\[ J_{\Sigma,y} = 2\text{Re} \left[ \left( \frac{\partial \mu(\theta)}{\partial \kappa} \right)^{\text{T}} \Gamma^{-1} \frac{\partial \mu(\theta)}{\partial \ell} \right] = J_{y,\Sigma} \]  

and the 7K columns of the \( LN \times 7K \) matrix \( \partial \mu(\theta)/\partial \theta \) equal:

\[
\begin{align*}
\frac{\partial \mu(\theta)}{\partial b_k} &= a_k \otimes s_k \\
\frac{\partial \mu(\theta)}{\partial \psi_k} &= b_k \frac{\partial a_k}{\partial \psi_k} \otimes s_k = b_k \left( \frac{\partial \Theta_k}{\partial \psi_k} \right) s_k \\
\frac{\partial \mu(\theta)}{\partial \phi_k} &= b_k \frac{\partial a_k}{\partial \phi_k} \otimes s_k = b_k \left( \frac{\partial \Theta_k}{\partial \phi_k} \right) s_k \\
\frac{\partial \mu(\theta)}{\partial \eta_k} &= b_k \frac{\partial a_k}{\partial \eta_k} \otimes s_k = b_k \left( \frac{\partial \Theta_k}{\partial \eta_k} \right) s_k \\
\frac{\partial \mu(\theta)}{\partial \varphi_k} &= j b_k a_k \otimes s_k \\
\frac{\partial \mu(\theta)}{\partial f_k} &= 2\pi \Delta f b_k a_k \otimes s_k
\end{align*}
\]

with \( s_k \) already defined in (7), \( \tilde{s}_k \) def \( j [1 - (N + 1)/2, 2 - (N + 1)/2, \ldots, N - (N + 1)/2]^\dagger \otimes s_k \).

Using the matrix identity \((a \otimes b)(B \otimes C)(e \otimes f) = a^B B^H b^H c^H c f \), the 49 elements of the FIM matrix \( J_{k,\ell} \) are determined and are listed in Table I.

C. Decoupling the \( K^2 \) Asymptotic FIM Submatrices

Table I shows that the asymptotic behaviors of the above-mentioned matrices are influenced by \( s_k^H s_k \), \( \bar{s}_k^H \bar{s}_k \), and \( \bar{s}_k^H \bar{s}_k \). The \( K^2 - K \) off-block-diagonal \( 7 \times 7 \) submatrices (corresponding to the cases involving two different incident sources) are shown below as asymptotically (i.e., as \( N \to \infty \)) negligible relative to the block-diagonal submatrices (corresponding to the cases involving only one incident source).

This implies that each incident source’s parameters’ asymptotic Cramér-Rao bounds may be analyzed without consideration of the other sources’ presence.

Note that \( s_k^H s_k \) and \( \bar{s}_k^H \bar{s}_k \) are \( O(N) \) asymptotically, whereas \( s_k^H \bar{s}_k \) is \( O(N^3) \) asymptotically. Define a \( 7 \times 7 \) normalizing matrix \( D_N = \text{diag}(N^{1/2}, N^{1/2}, N^{1/2}, N^{1/2}, N^{1/2}, N^{1/2}, N^{1/2}) \) and the \( 7K \times 7K \) normalizing matrix \( D_N' = \text{diag}(D_{N,1}, \ldots, D_{N,K}) \). All elements in the matrices \( D_N^{-1} J_{k,\ell} D_N^{-1} \) for \( k = 1, \ldots, K \) are asymptotically \( O(1) \), while the other elements are of the order \( O(1/N) \). Hence, the matrix \( D_N^{-1} J(\theta) \bar{D}_N^{-1} \) is asymptotically block-diagonal.

Moreover, the diagonal of \( D_N^{-1} J_{k,k} D_N^{-1} \) consists of the elements \( N^{-1} J_{b_k b_k} \), plus the blocks \( N^{-1} J_{b_k b_k} \), \( k = 1, \ldots, K \). This above also means that the parameters \( b_k \) and \( f_k \) are each asymptotically decoupled from the 5-tuples \((\psi_k, \phi_k, \eta_k, \varphi_k)\) for \( k = 1, \ldots, K \).

These parameters’ CRBs, defined as proper diagonal elements and diagonal blocks of \( J(\theta) \), approximately equal the inverse of \( J_{b_k b_k}, J_{b_k f_k}, \) and \( J_{f_k f_k} \), respectively.

Furthermore, the signal parameters’ asymptotic Cramér-Rao bounds (for large \( N \) and “well separated” frequencies satisfying \( 2\pi|f_j - f_l| \Delta f \gg 1/N \)) are inversely related to the above elements in Table I. Explicit expressions of these are given for the special cases below.

---

\[ ^7 \text{This subsection follows the approach in [39].} \]
TABLE I
Entries in 7 × 7 FIM Matrix \( \mathbf{J}_{k,\ell} \)

<table>
<thead>
<tr>
<th>( b_k )</th>
<th>( \psi_k )</th>
<th>( \phi_k )</th>
<th>( \gamma_k )</th>
<th>( \eta_k )</th>
<th>( \varphi_k )</th>
<th>( f_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Re \left[ \frac{2}{\sigma_e^2} a_i^\dagger \Gamma_0^{-1} a_i s_l s_l^\dagger \right] )</td>
<td>( \Re \left[ \frac{2}{\sigma_e^2} a_i^\dagger b_j a_i^\dagger \Gamma_0^{-1} \frac{\partial a_i^\dagger}{\partial \psi_k} s_l^\dagger \right] )</td>
<td>( \Re \left[ \frac{2}{\sigma_e^2} a_i^\dagger b_j a_i^\dagger \Gamma_0^{-1} \frac{\partial a_i^\dagger}{\partial \phi_k} s_l^\dagger \right] )</td>
<td>( \Re \left[ \frac{2}{\sigma_e^2} a_i^\dagger b_j a_i^\dagger \Gamma_0^{-1} \frac{\partial a_i^\dagger}{\partial \psi_k} s_l^\dagger \right] )</td>
<td>( \Re \left[ \frac{2}{\sigma_e^2} a_i^\dagger b_j a_i^\dagger \Gamma_0^{-1} \frac{\partial a_i^\dagger}{\partial \gamma_k} s_l^\dagger \right] )</td>
<td>( \Re \left[ \frac{2}{\sigma_e^2} a_i^\dagger b_j a_i^\dagger \Gamma_0^{-1} \frac{\partial a_i^\dagger}{\partial \eta_k} s_l^\dagger \right] )</td>
<td>( \Re \left[ \frac{2}{\sigma_e^2} a_i^\dagger b_j a_i^\dagger \Gamma_0^{-1} \frac{\partial a_i^\dagger}{\partial \varphi_k} s_l^\dagger \right] )</td>
</tr>
</tbody>
</table>

For an arbitrary collection of collocated dipole(s) and/or loop(s), (11) may be expressed as

\[
J_{\alpha,\gamma_k} = 2\Re \left[ \gamma_k \sum_{i=1}^{L} \left( \frac{\partial \mu_i(\theta)}{\partial \alpha_k^\dagger} \right)^\dagger \Gamma_0^{-1} \frac{\partial \mu_i(\theta)}{\partial \gamma_k^\dagger} \right] = J_{\gamma_k,\alpha_k}
\]

(20)

where \( \mu_i(\theta) = \sum_{i=1}^{K} b_j a_i(\psi_k,\phi_k,\gamma_k,\eta_k) \otimes s_k \), \( a_i(\psi_k,\phi_k,\gamma_k,\eta_k) \) refers to the \( i \)th element in the \( L \times 1 \) vector \( a(\psi_k,\phi_k,\gamma_k,\eta_k) \), and \( \Gamma = \sigma I_{N \times N} \) with \( \sigma = \sigma_e \) for \( i = 1,2,3 \) and \( \sigma = \sigma_h \) for \( i = 4,5,6 \). Hence,

\[
J_{k,k} = \sum_{i=1}^{L} J_{k,k,i}^i \quad (21)
\]

where \( J_{k,k,i}^i \) refers to the entity obtained as in (9) but with \( \mu(\theta) \) substituted by \( \mu_i(\theta) \).

D. Special Cases of a Dipole-Triad or a Loop-Triad

For the special cases of a dipole-triad or a loop-triad (where (3) applies), it is shown below that for \( k = 1,\ldots,K \),

\[
J_{k,k} = \begin{bmatrix}
O(N) & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & O(N) & O(N) & 0 & 0 & 0 & 0 \\
0 & O(N) & O(N) & O(N) & O(N) & 0 & 0 \\
0 & 0 & O(N) & O(N) & 0 & 0 & 0 \\
0 & 0 & 0 & O(N) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & O(N) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & O(N) & 0
\end{bmatrix}
\]

(22)
The approximate CRB expression for $f_k$ will be proportional to $N^{-3}$, as generally the case in frequency estimation; and the CRBs for the other six parameters will be proportional to $N^{-1}$.

Define $\sigma = \sigma_f$ for the dipole-triad, or define $\sigma = \sigma_h$ for the loop-triad

$$J_{b_1,a_h} = \frac{2N}{\sigma^2} \text{Re}[a_h^\dagger a_h] = \frac{2N}{\sigma^2} (\text{tr}[g_h])$$

$$J_{\psi_k,v_k} = \frac{2b_k^2N}{\sigma^2} \text{Re} \left[ (g_k^d)^\dagger \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} g_k^d \right]$$

$$= \frac{2b_k^2N}{\sigma^2} \sin^2(\gamma_k - \pi/4 + d\pi/4)$$

$$J_{\psi_k,v_h} = \frac{2b_k^2N}{\sigma^2} \text{Re} \left[ (g_k^d)^\dagger \begin{bmatrix} \cos(\psi_k) & 0 \\ 0 & 1 \end{bmatrix} g_k^d \right]$$

$$= \frac{2b_k^2N}{\sigma^2} \cos^2(\psi_k) \sin^2(\gamma_k - \pi/4 + d\pi/4) + \cos^2(\gamma_k - \pi/4 + d\pi/4))$$

$$J_{\psi_k,v_h} = \frac{2b_k^2N}{\sigma^2} \sin^2(\gamma_k)$$

$$J_{\psi_k,v_h} = \frac{2b_k^2N}{\sigma^2} \frac{2\pi^2 b_k^2 (N^2 - 1) \Delta^2}{\Delta^2}$$

Moreover, (19) gives $J_{b_1,b_2} = J_{b_1,v_k} = J_{b_1,v_h} = J_{b_2,v_k} = J_{b_2,v_h} = J_{v_k,v_h} = J_{v_k,v_h} = 0$; (71) gives $J_{b_1,v_h} = J_{b_2,v_h} = J_{v_k,v_h} = 0$; (72) gives $J_{b_1,v_h} = (2/\sigma^2) \text{Re} \left[ b_h^\dagger (\partial a_h/\partial \gamma_k) \gamma_k^d a_h^d \right] = 0$; the Appendix’s (88) gives $J_{b_1,v_h} = J_{b_2,v_h} = J_{v_k,v_h} = J_{v_k,v_h} = 0$. Furthermore, what is inside the following entities’ real-value brackets are all purely imaginary-valued: $J_{b_1,v_h} = (2/\sigma^2) \text{Re} \left[ b_h^\dagger (\partial a_h/\partial \gamma_k) \gamma_k^d a_h^d \right] = 0$ according to (68) and (80), $J_{b_1,v_h} = 0$ according to (17), $J_{b_2,v_h} = 0 = (2N b_k^2/\sigma^2) \text{Re} [j \sin(\gamma_k + (d-1)d\pi/4) \sin^2(\gamma_k + (d-1)d\pi/4)]$ according to the Appendix’s (74).

The non-zero entries are derived as follows. Using (83),

$$J_{\psi_k,v_h} = \frac{2N b_k^2}{\sigma^2} \text{Re}[g_k^d]^\dagger \begin{bmatrix} 0 & \sin(\psi_k) \\ 0 & 0 \end{bmatrix} g_k^d$$

$$= \frac{2N b_k^2}{\sigma^2} \sin(\psi_k) \sin\left(\gamma_k + \frac{(d-1)d\pi}{4}\right)$$

$$\times \cos\left(\gamma_k + \frac{(d-1)d\pi}{4}\right) \cos(d\eta_k) = O(N)$$

$$J_{\psi_k,v_h} = \frac{2N b_k^2}{\sigma^2} \cos(\psi_k) \cos(d\eta_k) = O(N)$$

Substituting the above derived expressions into Table I to obtain $J_{b_k,h}$ give for the dipole-triad the following asymptotic Cramér-Rao bounds:

$$\text{CRB}_{b_k} = \frac{\sigma^2}{2N} + O(N^{-2})$$

$$\text{CRB}_{\psi_k} = \frac{\sigma^2}{2N} \frac{b_k}{b_k^2} \left( \sin^2(\gamma_k) \sin^2(\eta_k) \right) + O(N^{-2})$$

$$\text{CRB}_{\psi_k} = \frac{\sigma^2}{2N} \frac{1}{b_k^2} \cos^2(\gamma_k) \sin^2(\eta_k) + O(N^{-2})$$

The loop-triad has these corresponding asymptotic Cramér-Rao bounds:

$$\text{CRB}_{b_k} = \frac{\sigma^2}{2N} + O(N^{-2})$$

$$\text{CRB}_{\psi_k} = \frac{\sigma^2}{2N} \frac{1}{b_k^2} \cos^2(\gamma_k) \sin^2(\eta_k) + O(N^{-2})$$

$$\text{CRB}_{\psi_k} = \frac{\sigma^2}{2N} \frac{1}{b_k^2} \cos^2(\gamma_k) \sin^2(\eta_k) + O(N^{-2})$$

$$\text{CRB}_{\psi_k} = \frac{\sigma^2}{2N} \frac{1}{b_k^2} \cos^2(\gamma_k) \sin^2(\eta_k) + O(N^{-2})$$

$$\text{CRB}_{\psi_k} = \frac{\sigma^2}{2N} \frac{1}{b_k^2} \cos^2(\gamma_k) \sin^2(\eta_k) + O(N^{-2})$$
Fig. 1. \((2b_k^2N/\sigma_e^2)\text{CRB}_{\psi_k}^{(e)}\) versus \(\eta_k\) and \(\gamma_k\).

\[
\text{CRB}_{\psi_k}^{(h)} = \frac{\sigma_e^2}{2N b_k^2} \left\{ 1 + \left[ \frac{\cot(\psi_k) \cot(\eta_k)}{\sin \gamma_k} \right]^2 \right\} + O(N^{-2})
\]

\[
\text{CRB}_{\eta_k}^{(h)} = \frac{\sigma_e^2}{N b_k^2} \left\{ \frac{1}{\sin^2(2\gamma_k)} + \frac{\cot^2(\psi_k)}{\sin^2 \gamma_k} \left[ \frac{1}{\sin^2(2\gamma_k)} - 1 \right] \right\}
\]

\[
+ O(N^{-2})
\]

\[
\text{CRB}_{\gamma_k}^{(h)} = \frac{\sigma_e^2}{2N b_k^2} \frac{1}{\cos^2(\gamma_k) \sin^2(\psi_k)}
\]

\[
+ O(N^{-2}).
\]

Fig. 1 plots \((2b_k^2N/\sigma_e^2)\text{CRB}_{\psi_k}^{(e)}\) of (37) versus \(\eta_k\) and \(\gamma_k\). Fig. 2 plots \((2b_k^2N/\sigma_e^2)\sin^2(\psi_k)\text{CRB}_{\psi_k}^{(e)}\) of (38) versus \(\eta_k\) and \(\gamma_k\). Figs. 1 and 2 clearly reveal their sinusoidal dependence on \(|\eta_k|\) and on \(\gamma_k\). Figs. 3 and 4 plot \((2b_k^2N/\sigma_e^2)\text{CRB}_{\eta_k}^{(e)}\) of (39) versus \(\psi_k\) and \(\gamma_k\), respectively at \(\eta_k = \pi/8\) and \(3\pi/8\). The nearer \(|\eta_k|\) is to \(\pi/2\), the smaller \(\cot^2 \eta_k\) becomes; that reduces the influence of \(\cot \psi_k/\cot \gamma_k\) (relative to 1) on \(\text{CRB}_{\eta_k}^{(e)}\) and flattens the graph. A similar argument could be made for \(\psi_k\) on \(\text{CRB}_{\psi_k}^{(e)}\). Fig. 5 plots \((b_k^2N/2\sigma_e^2)\text{CRB}_{\eta_k}^{(e)}\) of (40) versus \(\psi_k\) and \(\gamma_k\).

Below are some observations on the above-derived asymptotic Cramér-Rao bound expressions.

1) The dipole-triad's and the loop-triad's Cramér-Rao bounds are both independent of the azimuth arrival-angle \(\phi_k\) (which is defined on the x-y plane). This is because both configurations have identical component-antennas symmetrically oriented along the x-axis and the y-axis.

2) For both the dipole-triad and the loop-triad, the frequency's Cramér-Rao bounds are approximately proportional to \(1/1^2\), whereas all other parameters' Cramér-Rao bounds are approximately proportional to \(1/N\).

3) For both the dipole-triad and the loop-triad, all Cramér-Rao bounds are minimized when the polarization phase difference \(\eta_k = \pi/2\) or the elevation angle \(\psi_k = \pi/2\).
Fig. 3. \( (2h^2N/\sigma_x^2)\text{CRB}^{(e)}_{\psi_k} \) versus \( \psi_k \) and \( \gamma_k \), at \( \eta_k = \pi/8 \).

Fig. 4. \( (2h^2N/\sigma_x^2)\text{CRB}^{(e)}_{\psi_k} \) versus \( \psi_k \) and \( \gamma_k \), at \( \eta_k = 3\pi/8 \).

Fig. 5. \( (\theta^2N/2\sigma_x^2)\text{CRB}^{(e)}_{\psi_k} \) versus \( \psi_k \) and \( \gamma_k \).
4) Due to the duality between the dipole-triad’s and the loop-triad’s array manifolds in (2), the dipole-triad’s Cramér-Rao bounds in (35) to (40) may be transformed into the loop-triad’s corresponding Cramér-Rao bounds in (42) to (47) by substituting \( \cos^2 \gamma_k \) with \( \sin^2 \gamma_k \), \( \sin^2 \gamma_k \) with \( \cos^2 \gamma_k \), and \( \sigma_e \) with \( \sigma_h \), except for \( \phi_k \). Hence, the loop-triad’s counterparts to the dipole-triad’s Figs. 1 to 5 will not be shown.

5) These identities hold:

\[
\frac{\text{CRB}^{(e)}_{\phi_k}}{\text{CRB}^{(h)}_{\phi_k}} \left( \frac{\sigma_k}{\sigma_e} \right)^2 = \frac{\text{CRB}^{(h)}_{\phi_k}}{\text{CRB}^{(e)}_{\phi_k}} \left( \frac{\sigma_k}{\sigma_h} \right)^2 = \sin^2 \psi_k.
\]

Fig. 6 shows how the incident sources’ frequency separation affects their dipole-triad direction-cosine estimates’ nonasymptotic Cramér-Rao bound at different signal-to-noise ratios (SNR), in a two-source scenario when the number \( N \) of time-samples is finite. Note that the asymptotic (as \( N \rightarrow \infty \)) Cramér-Rao bounds in (35) to (41) are inapplicable for this finite-sample scenario. The nonasymptotic Cramér-Rao bound here is computed by inverting the exact information matrix in (9). This computation depends on the temporal phase; hence, each data-point here represents the average of 200 statistically independent trials with the temporal phase uniformly distributed in \([0, 2\pi]\). A higher SNR improves the direction-cosines’ estimates’ accuracy but does not narrow the frequency-separation requirement for successful resolution of the direction-cosines. Similar trends hold for the three other vector-sensor configurations.

E. Special Case of a Six-Component Electromagnetic Vector-Sensor

From (20), the FIM equals:

\[
J_{k_k} = J^{(e)}_{k_k} + J^{(h)}_{k_k}
\]

where \( J^{(e)}_{k_k} \) denotes the dipole-triad’s FIM for the \( k \)th source; and \( J^{(h)}_{k_k} \) denotes the loop-triad’s FIM for the \( k \)th source. This leads to the following Cramér-Rao bounds:

\[
\text{CRB}^{(eh)}_{\theta_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{\sigma^2_e + \sigma_h^2} + O(N^{-2})
\]

\[
\text{CRB}^{(eh)}_{\psi_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{b_k^2 (N^2 - 1) \pi^2 (\sigma^2_e + \sigma_h^2) \Delta h^2} + O(N^{-4})
\]

\[
\text{CRB}^{(eh)}_{\phi_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{b_k^2} \frac{\sigma^2 \sin^2 \gamma_k + \sigma_h^2 \cos^2 \gamma_k}{\lambda^2 (\sigma^2_e - \sigma^2_h) \sin^2 \eta_k \cos^2 \gamma_k \sin^2 \gamma_k + \sigma_e^2 \sigma_h^2} + O(N^{-2})
\]

\[
\text{CRB}^{(eh)}_{\phi_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{b_k^2} \frac{\sigma^2 \sin^2 \gamma_k + \sigma_h^2 \cos^2 \gamma_k}{\lambda^2 (\sigma^2_e - \sigma^2_h) \sin^2 \eta_k \cos^2 \gamma_k \sin^2 \gamma_k + \sigma_e^2 \sigma_h^2} + O(N^{-2})
\]

\[
\text{CRB}^{(eh)}_{\phi_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{b_k^2} \frac{\sigma^2 \sin^2 \gamma_k + \sigma_h^2 \cos^2 \gamma_k}{\lambda^2 (\sigma^2_e - \sigma^2_h) \sin^2 \eta_k \cos^2 \gamma_k \sin^2 \gamma_k + \sigma_e^2 \sigma_h^2} + O(N^{-2})
\]

\[
\text{CRB}^{(eh)}_{\phi_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{b_k^2} \frac{\sigma^2 \sin^2 \gamma_k + \sigma_h^2 \cos^2 \gamma_k}{\lambda^2 (\sigma^2_e - \sigma^2_h) \sin^2 \eta_k \cos^2 \gamma_k \sin^2 \gamma_k + \sigma_e^2 \sigma_h^2} + O(N^{-2})
\]

\[
\text{CRB}^{(eh)}_{\phi_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{b_k^2} \frac{\sigma^2 \sin^2 \gamma_k + \sigma_h^2 \cos^2 \gamma_k}{\lambda^2 (\sigma^2_e - \sigma^2_h) \sin^2 \eta_k \cos^2 \gamma_k \sin^2 \gamma_k + \sigma_e^2 \sigma_h^2} + O(N^{-2})
\]

\[
\text{CRB}^{(eh)}_{\phi_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{b_k^2} \frac{\sigma^2 \sin^2 \gamma_k + \sigma_h^2 \cos^2 \gamma_k}{\lambda^2 (\sigma^2_e - \sigma^2_h) \sin^2 \eta_k \cos^2 \gamma_k \sin^2 \gamma_k + \sigma_e^2 \sigma_h^2} + O(N^{-2})
\]

\[
\text{CRB}^{(eh)}_{\phi_k} = \frac{\sigma^2 \sigma_e^2}{2N} \frac{1}{b_k^2} \frac{\sigma^2 \sin^2 \gamma_k + \sigma_h^2 \cos^2 \gamma_k}{\lambda^2 (\sigma^2_e - \sigma^2_h) \sin^2 \eta_k \cos^2 \gamma_k \sin^2 \gamma_k + \sigma_e^2 \sigma_h^2} + O(N^{-2})
\]
Fig. 6. The root-mean square (RMS) nonasymptotic (for a finite number of data samples) Cramér-Rao bound of the direction-cosine estimates using dipole-triad, versus two incident sources’ digital-frequency separation. The two closely spaced sources have \( \{\psi_1, \psi_2\} = \{75^\circ, 80^\circ\}, \{\phi_1, \phi_2\} = \{35^\circ, 30^\circ\}, \{\gamma_1, \gamma_2\} = \{45^\circ, 40^\circ\}, \{\eta_1, \eta_2\} = \{25^\circ, 20^\circ\}, \) \( b_1 = b_2 = 1.\) Moreover, \( \Delta_T = 0.1 \) and 100 snapshots with uniform sampling frequency in each of the 200 experiments with independently distributed phases.

Fig. 7. \( (2b_k^2 N/\sigma_k^2) \text{CRB}_{\psi_k} \) versus \( \eta_k \) and \( \gamma_k, \) at \( (\sigma_e/\sigma_h) = \sqrt{2}. \)

Fig. 8. \( (2b_k^2 N/\sigma_k^2) \text{CRB}_{\psi_k} \) versus \( \eta_k \) and \( \gamma_k, \) at \( (\sigma_e/\sigma_h) = 2. \)
Figs. 7 and 8 plot \((2b_k^2N/\sigma_\epsilon^2)\sin^2(\psi_k)\text{CRB}^{(\epsilon)}_{\psi_k}\) of (52) versus \(\eta_k\) and \(\gamma_k\), respectively at \((\sigma_\epsilon/\sigma_h) = \sqrt{2}\) and 2. Figs. 9 and 10 plot \((2b_k^2N/\sigma_\epsilon^2)\sin^2(\psi_k)\text{CRB}^{(h)}_{\psi_k}\) of (53) versus \(\eta_k\) and \(\gamma_k\), respectively at \((\sigma_\epsilon/\sigma_h) = \sqrt{2}\) and 2. From these four figures, we observe that the closer \(\sigma_\epsilon\) and \(\sigma_h\) are, the flatter the surface. In the limiting case where \(\sigma_\epsilon = \sigma_h\), both \(\text{CRB}^{(\epsilon)}_{\psi_k}\) and \(\sin^2(\psi_k)\text{CRB}^{(h)}_{\psi_k}\) become independent of all direction-of-arrival parameters and polarization parameters.

Observations (1–3) for the dipole-triad or the loop-triad in Section IID also hold for the present six-component vector-sensor configuration. Additionally, the following apply specifically to the six-component vector-sensor’s asymptotic Cramér-Rao bounds.

1) For \(\sigma_\epsilon = \sigma_h\), \(\text{CRB}^{(\epsilon)}_{\psi_k} = \text{CRB}^{(h)}_{\psi_k} \sin^2 \psi_k\), \(\text{CRB}^{(\epsilon)}_{\theta_k} = \frac{1}{2} \text{CRB}^{(\epsilon)}_{\psi_k}\), \(\text{CRB}^{(h)}_{\theta_k} = \frac{1}{2} \text{CRB}^{(h)}_{\psi_k}\), and \(\text{CRB}^{(\epsilon)}_{\phi_k} = \frac{1}{2} \text{CRB}^{(h)}_{\phi_k}\).

2) Because

\[
\frac{1}{\text{CRB}^{(\epsilon)}_{b_k}} + \frac{1}{\text{CRB}^{(h)}_{b_k}} = \frac{1}{\text{CRB}^{(\epsilon)}_{b_k}} \frac{1}{\text{CRB}^{(h)}_{h_k}} + \frac{1}{\text{CRB}^{(h)}_{h_k}}
\]

the six-component vector-sensor’s asymptotic Cramér-Rao bounds for \(b_k\) and \(b_k\) are lower than the corresponding bounds for the dipole-triad and the loop-triad. This is expected, as there exist more component-antennas in the six-component vector-sensor.

F. Special Case of One Vertical Dipole Plus Two Horizontal Loops

For the configuration of case D, (20) gives the FIM,

\[
J_{k,k} = J^{(\epsilon)}_{k,k} + J^{(h)}_{k,k} + J^{(b)}_{k,k}
\]
where \( J^{(k)}_{kk} \) denotes the vertical dipole’s FIM for the \( k \)th source; \( J^{(b)}_{kk} \) and \( J^{(b)}_{kk} \) symbolize, respectively, the \( x \)-axis and \( y \)-axis loop’s FIM for the \( k \)th source. This leads to the following Cramér-Rao bounds:

\[
\text{CRB}_{\theta_k}^{(d)} = \frac{(\sigma^2 + \sigma^2_h)(\sin^2 \psi_k)(\cos^2 \gamma_k \sin^2 \eta_k + \cos^2 \eta_k) + \sigma^2_k (\cos^2 \psi_k)(\sin^2 \gamma_k \sin^2 \eta_k - \sin^2 \psi_k)}{2N \cos^2 \psi_k \sin^2 \eta_k \sin^2 \gamma_k} + O(N^{-2})
\]

\[
\text{CRB}_{\theta_k}^{(l)} = \frac{3\sigma^2 \sigma^2_h}{2N(N^2 - 1)^2 b^2 \Delta^2 ((\sigma^2_k \sin^2 \psi + \sigma^2_k \sin^2 \gamma_k) + \sigma^2_k \cos^2 \psi_k \cos^2 \gamma_k)} + O(N^{-4})
\]

\[
\text{CRB}_{\theta_k}^{(e)} = \frac{1}{2b^2 N} \left( \sigma^2 + \sigma^2_h \right) (\sin^2 \psi_k) \left( (\cos^2 \eta_k - \sigma^2_k \cos^2 \psi_k \sin^2 \psi_k) (\sigma^2_k + \sigma^2_h)^2 \right) (\sin^2 \eta_k) + O(N^{-2})
\]

Observations (1–3) for the dipole-triad or the loop-triad in Section IID also hold for the present one-dipole-plus-two-loops’ asymptotic Cramér-Rao bounds. Additionally, the following apply specifically to this one-dipole-plus-two-loops configuration:

\[
\text{CRB}_{\theta_k}^{(e2)} = \frac{1}{2b^2 N} \left( \sigma^2 + \sigma^2_h \right) \left( \gamma_k (\sin^2 \psi_k) (\cos^2 \eta_k + \cos^2 \gamma_k \sin^2 \eta_k \sin^2 \psi_k) (\sigma^2_k + \sigma^2_h) \right) + O(N^{-2})
\]

\[
\text{CRB}_{\theta_k}^{(e3)} = \frac{1}{2b^2 N} \left( \sigma^2 + \sigma^2_h \right) \left( \gamma_k (\sin^2 \psi_k) (\cos^2 \eta_k + \cos^2 \gamma_k \sin^2 \eta_k \sin^2 \psi_k) (\sigma^2_k + \sigma^2_h) \right) + O(N^{-2})
\]

\[
\text{CRB}_{\theta_k}^{(e4)} = \frac{1}{2b^2 N} \left( \sigma^2 + \sigma^2_h \right) \left( \gamma_k (\sin^2 \psi_k) (\cos^2 \eta_k + \cos^2 \gamma_k \sin^2 \eta_k \sin^2 \psi_k) (\sigma^2_k + \sigma^2_h) \right) + O(N^{-2})
\]

\[
\text{CRB}_{\theta_k}^{(e5)} = \frac{1}{2b^2 N} \left( \sigma^2 + \sigma^2_h \right) \left( \gamma_k (\sin^2 \psi_k) (\cos^2 \eta_k + \cos^2 \gamma_k \sin^2 \eta_k \sin^2 \psi_k) (\sigma^2_k + \sigma^2_h) \right) + O(N^{-2})
\]

AU-YEUNG & WONG: CRB: SINUSOID-SOURCES’ ESTIMATION USING COLLOCATED DIPOLES/LOOPS
1) \[ \frac{\text{CRB}_{\psi_k}^{(e1h2)}}{\text{CRB}_{\psi_k}^{(e)}} = \frac{\text{CRB}_{\phi_k}^{(e1h2)}}{\text{CRB}_{\phi_k}^{(e)}} = \frac{\sigma_k^2 \sin^2 \psi_k + \sigma_k^2}{\cos^2 \psi_k}. \]

2) \[ \text{CRB}_{\psi_k}^{(e1h2)} \text{ of (59) converges to } \text{CRB}_{\phi_k}^{(h)} \text{ (43) as } \psi_k \to 0. \text{ That is, when the incident transverse electromagnetic signal impinges from the vertical axis (and thus cannot have any electric-field or magnetic-field component along the z-axis), the presence or absence of any z-axis dipole or loop would make no difference.} \]

3) Comparing among \[ \text{CRB}_{x}^{(e)}, \text{CRB}_{x}^{(h)}, \text{CRB}_{x}^{(eh)}, \text{CRB}_{x}^{(e1h2)} \text{ for any to-be-estimated parameter } x \in \mathcal{P}_k = \{b_k, f_k, \psi_k, \phi_k, \gamma_k, \eta_k, \varphi_k \}, \text{CRB}_{x}^{(eh)} \text{ and } \text{CRB}_{x}^{(h)} \text{ depend on the same subset of } \mathcal{P}_k, \text{ whereas } \text{CRB}_{x}^{(eh)} \text{ and } \text{CRB}_{x}^{(e1h2)} \text{ generally depend on more members of } \mathcal{P}_k. \]

III. CONCLUSION

In this paper the asymptotic Cramér-Rao bounds are derived in closed form, for direction-finding and polarization estimation of uncorrelated pure sinusoidal point sources under four different configurations: a dipole-triad, a loop-triad, a collocated dipole, and loop triad, as well as two horizontally oriented loops collocated with one vertically oriented dipole. These closed-form explicit expressions of the Cramér-Rao bounds reveal that numerous qualitative rule-of-thumb insights on various constructions of the vector-sensor would affect various to-be-estimated parameters’ estimation accuracy. These insights can help the system engineer choose among various possible constructions of the electromagnetic vector-sensor. That is, the system engineer now has more rule-of-thumb guidelines on which dipole or loop to include or to omit in the vector sensor.

IV. APPENDICES

A. Formulas used in Deriving the Fisher Information Matrices

Towards deriving the explicit closed-form expressions of the asymptotic Cramér-Rao bounds of \[ b_k, \psi_k, \phi_k, \gamma_k, \eta_k, \varphi_k, \text{ and } f_k, \text{ note that:} \]

\[ (g_k^{(d)})^H g_k^{(d)} = 1 \] \hspace{1cm} (65)

\[ (g_k^{(d)})^H \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix} g_k^{(d)} = A \sin^2 (\gamma_k - \pi/4 + d\pi/4) + B \cos^2 (\gamma_k - \pi/4 + d\pi/4) \] \hspace{1cm} (66)

\[ (g_k^{(d)})^H \begin{bmatrix} 0 & A \\ B & 0 \end{bmatrix} g_k^{(d)} = A \sin (\gamma_k - \pi/4 + d\pi/4) \times \cos (\gamma_k - \pi/4 + d\pi/4)e^{-j\eta_k} + B \sin (\gamma_k - \pi/4 + d\pi/4) \times \cos (\gamma_k - \pi/4 + d\pi/4)e^{j\eta_k} \] \hspace{1cm} (67)

for any scalar constants \( A \) and \( B \). If \( A = -B \), then the right-hand side of (67) becomes

\[ 2Bj \sin (\gamma_k - \pi/4 + d\pi/4) \cos (\gamma_k - \pi/4 + d\pi/4) \sin (\eta_k d). \] \hspace{1cm} (68)

Note that (66) and (68) are real-valued and imaginary-valued, respectively.

Furthermore,

\[ \frac{\partial (g_k^{(d)})}{\partial \gamma_k} = \frac{\cos (\gamma_k - \pi/4 + d\pi/4)e^{j(1+\eta_k)/2} - j \sin (\gamma_k - \pi/4 + d\pi/4)e^{j(1-\eta_k)/2}}{1+2} \] \hspace{1cm} (69)

\[ \frac{\partial (g_k^{(d)})}{\partial \eta_k} = \frac{j \frac{1-d}{2} \sin (\gamma_k - \pi/4 + d\pi/4)e^{j(1+\eta_k)/2} + j \frac{1-d}{2} \cos^2 (\gamma_k - \pi/4 + d\pi/4)}{1+2} \] \hspace{1cm} (70)

\[ \frac{\partial (g_k^{(d)})}{\partial \gamma_k} = 0 \] \hspace{1cm} (71)

\[ \frac{\partial (g_k^{(d)})}{\partial \eta_k} = j \frac{1+d}{2} \sin (\gamma_k - \pi/4 + d\pi/4) + j \frac{1+d}{2} \cos^2 (\gamma_k - \pi/4 + d\pi/4) \] \hspace{1cm} (72)

\[ \left( \frac{\partial (g_k^{(d)})}{\partial \gamma_k} \right)^H \frac{\partial (g_k^{(d)})}{\partial \eta_k} = 1 \] \hspace{1cm} (73)

\[ \left( \frac{\partial (g_k^{(d)})}{\partial \eta_k} \right)^H \frac{\partial (g_k^{(d)})}{\partial \eta_k} = j d \cos (\gamma_k - \pi/4 + d\pi/4) \times \sin (\gamma_k - \pi/4 + d\pi/4) \] \hspace{1cm} (74)

\[ \left( \frac{\partial (g_k^{(d)})}{\partial \eta_k} \right)^H \frac{\partial (g_k^{(d)})}{\partial \eta_k} = \sin^2 \gamma_k. \] \hspace{1cm} (75)

Recall that \( \Theta^{(3)}(\psi_k, \phi_k) = \Theta^{(3)} \) is common to both the dipole-triad and the loop-triad,

\[ (\Theta_k^{(3)})^H \Theta_k^{(3)} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \] \hspace{1cm} (76)

\[ \frac{\partial \Theta_k^{(3)}}{\partial \psi_k} = \begin{bmatrix} -\cos \phi_k \sin \psi_k \\ -\sin \phi_k \sin \psi_k \\ -\cos \psi_k \end{bmatrix} \hspace{1cm} (77)

\[ \frac{\partial \Theta_k^{(3)}}{\partial \phi_k} = \begin{bmatrix} -\sin \phi_k \cos \psi_k - \cos \phi_k \\ \cos \phi_k \cos \psi_k - \sin \phi_k \\ 0 \end{bmatrix} \hspace{1cm} (78)

\[ (\Theta_k^{(3)})^H \frac{\partial \Theta_k^{(3)}}{\partial \psi_k} = 0 \] \hspace{1cm} (79)
ACKNOWLEDGMENTS

The authors would like to thank Dr. Petr Tichavský for useful discussions.

REFERENCES

The tripole antenna: An adaptive array with full polarization flexibility.

The performance of a tripole array against cross-polarized jamming.

Cramér-Rao bounds and maximum-likelihood estimation of Doppler frequency of signals received by a polarimetric radar.

Performance analysis of the SuperCART antenna array.

The Cramér-Rao bound on frequency estimates of signals closely spaced in frequency.
IEEE Transactions on Signal Processing, 40, 6 (June 1992), 1507–1517.

[6] Li, J.
Direction and polarization estimation using arrays with small loops and short dipoles.

Conditions for unambiguous source location using polarization diverse arrays.

Vector-sensor array processing for electromagnetic source localization.

[9] Lee, H. B.
The Cramér-Rao bound on frequency estimates of signals closely spaced in frequency (unconditional case).

[10] Lee, H. B., and Jachner, J.
Compact Cramér-Rao bound expression on directional covariance for df of sources with unknown constant polarizations.

[11] Li, J., and Stoica, P.
Efficient parameter estimation of partially polarized electromagnetic waves.

[12] Swingler, D. N.
Further simple approximations to the Cramér-Rao lower bound on frequency estimates for closely-spaced sinusoids.

Harmonics in Gaussian multiplicative and additive noise: Cramér-Rao bounds.

[14] Hochwald, B., and Nehorai, A.
Polarimetric modeling and parameter estimation with applications to remote sensing.

[15] Ho, K.-C., Tan, K.-C., and Ser, W.
An investigation on number of signals whose directions-of-arrival are uniquely determinable with an electromagnetic vector sensor.

[16] Hochwald, B., and Nehorai, A.
Identifiability in array processing models with vector-sensor applications.

[17] Li, J., Stoica, P., and Zheng, D.
Efficient direction and polarization estimation with a COLD array.

[18] Tan, K.-C., Ho, K.-C., and Nehorai, A.
Uniqueness study of measurements obtainable with arrays of electromagnetic vector sensors.

[19] Tan, K.-C., Ho, K.-C., and Nehorai, A.
Linear independence of steering vectors of an electromagnetic vector sensor.

[20] Wong, K. T., and Zoltowski, M. D.
Uni-vector-sensor ESPRIT for multi-source azimuth, elevation, and polarization estimation.

[21] Ho, K.-C., Tan, K.-C., and Tan, B. T. G.
Efficient method for estimating directions-of-arrival of partially polarized signals with electromagnetic vector sensors.
[22] Hirari, M., and Hayakawa, M.
DOA estimation using blind separation of sources.

[23] Dilaveroglu, E.
Nonmatrix expressions for high-resolution frequency estimators.

[24] Ho, K.-C., Tan, K.-C., and Tan, B. T. G.
Linear dependence of steering vectors associated with tripole arrays.

[25] Ratnarajah, T.
An $H^\infty$ approach to multi-source tracking.

Vector sensor array processing for estimating angles and times of arrival of multipath communication signals.

Determining polarization parameters and angles of arrival of HF radio signals using three mutually orthogonal antennas.

[28] Ho, K.-C., Tan, K.-C., and Nehorai, A.
Estimating directions of arrival of completely and incompletely polarized signals with electromagnetic vector sensors.
IEEE Transactions on Signal Processing, 47, 10 (Oct. 1999), 2845–2852.

[29] Nehorai, A., and Tichavský, P.
Cross-product algorithms for source tracking using an EM vector sensor.

Closed-form direction-finding with arbitrarily spaced electromagnetic vector-sensors at unknown locations.

[31] Nehorai, A., and Hawkes, M.
Performance bounds for estimating vector systems.

[32] Roussy, G., Agbossou, K., and Dichtel, B.
Vector electric field measurement using a non-interfering sensor.

[33] Zoltowski, M. D., and Wong, K. T.
ESPRIT-based 2D direction finding with a sparse array of electromagnetic vector-sensors.

[34] Zoltowski, M. D., and Wong, K. T.
Closed-form eigenstructure-based direction finding using arbitrary but identical subarrays on a sparse uniform rectangular array grid.

[35] Wong, K. T., and Zoltowski, M. D.
Self-initiating MUSIC direction finding and polarization estimation in spatio-polarizational beamspace.

[36] Wong, K. T.
Geolocation/beamforming for multiple wideband-FFH with unknown hop-sequences.

[37] Wong, K. T.
Direction finding/polarization estimation—Dipole and/or loop triad(s).

[38] Bansal, R.
Tripole to the rescue.

Near-field/far-field azimuth and elevation angle estimation using a single vector-hydrophone.

[40] Huang, Y., Friedman, G., and Nehorai, A.
Balancing magnetic and electric responses of vector-sensing antenna.

[41] Ko, C. C., Zhang, J., and Nehorai, A.
Separation and tracking of multiple broadband sources with one electromagnetic vector sensor.
IEEE Transactions on Aerospace and Electronic Systems, 38, 3 (July 2002), 1109–1116.

Cramer-Rao bounds for estimation of pure-tone signals’ azimuth-elevation arrival angles and polarization parameters and frequencies using a dipole-triad or a loop-triad.

[43] Lundback, J., and Nordebo, S.
On polarization estimation using tripole arrays.

[44] See, C.-M. S., and Nehorai, A.
Source localization with distributed electromagnetic component sensor array processing.

[45] Le Bihan, N., and Mars, J.

An efficient vector sensor configuration for source localization.

[47] Rahamim, D., Tabrikian, J., and Shavit, R.
Source localization using vector sensor array in a multipath environment.
Chun Kin Au-Yeung received a B.A.Sc. degree in computer engineering from the University of Waterloo, Canada, in 2004. He is currently pursuing a Ph.D. degree at Purdue University, West Lafayette, IN, investigating topics in multiple antenna communication systems.

Kainam Thomas Wong (S’86—M’97—SM’01) earned the B.S.E. (Chem. E.) from the University of California, Los Angeles, in 1985, the B.S.E.E. from the University of Colorado, Boulder, in 1987, the M.S.E.E. from the Michigan State University, East Lansing, in 1990, and the Ph.D. in E.E. from Purdue University in 1996.

He was a manufacturing engineer at the General Motors Technical Center, Warren, MI, from 1990 to 1991, and a senior professional staff member at the Johns Hopkins University Applied Physics Laboratory, Laurel, MD, from 1996 to 1998. Between 1998 and 2006, he was an assistant professor at Nanyang Technological University, Singapore, the Chinese University of Hong Kong, and the University of Waterloo, Ontario, Canada. Since July 2006, he has been an associate professor at the Hong Kong Polytechnic University.

Dr. Wong was a contributing author of about 70 articles for the telecommunications section of the inaugural edition of the CRC Dictionary of Pure and Applied Physics. He was conferred the Premier’s Research Excellence Award by the Canadian province of Ontario in 2003. He is listed in Marquis’ Who’s Who in the World, Who’s Who in America and Who’s Who in Science and Engineering. He is currently an associate editor for the IEEE Signal Processing Letters and the IEEE Transactions on Vehicular Technology. His research interest includes signal processing for communications and sensor-array signal processing.